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An ultrafast photoinduced charge transfer event in condensed phase is simulated. The interaction
with the field is treated explicitly within a time-dependent framework. The description of the
interaction of the system with its environment is based on the surrogate Hamiltonian method where
the infinite number of degrees of freedom of the environment is approximated by a finite set of
two-level modes for a limited time. This method is well suited to ultrafast events, since it is not
limited by weak coupling between system and environment. Moreover, the influence of the external
field on the system-bath coupling is included naturally. The surrogate Hamiltonian method is
generalized to incorporate two electronic states including all possible system-bath interactions. The
method is applied to a description of a pump-probe experiment where every step of the cycle is
treated consistently. Dynamical variables are considered which go beyond rates of charge transfer
such as the transient absorption spectrum. The parameters of the model are chosen to mimic the
mixed valence system (NjERUNCRu(CN)} . © 2002 American Institute of Physics.
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I. INTRODUCTION a primary system described by a time-dependent wave

packet picture. This allows an explicit incorporation of the

. ?he_lrgeftransfer rheac::pr;]s n s?Iutlon tha\(/ie beer_1 ar_]f_ong?piulsed radiation as a time-dependent field. The bath is de-
Ing topic of research which continues 1o draw significantyq ;,q implicitly with the idea that only its influence on the

. l .
attention’ Important examples range from photosynthesis primary system is important. The infinite number of true bath

to surface photochemistfy. From the beginning it was des i laced by a fini ber of . d
cleaf’ that the environment plays a very important role in MOdes 1S rep/aced by a |_n|te number o representat{ve modes
which are sufficient to faithfully describe the dynamics for a

determining the fate of the reaction. The shift in charge dls_f'nite interval of time. The energy interval between these

tribution during the reaction forces a complete rearrangemene resentative modes decreases otal propagation
of the solvation shell. But the environment has an additionalP v propagati

important consequence for it forces the dynamics to relax t6|me._Th|§ system-bathsscheme has been termed the surrogate
a kinetic description. The actual act of charge transfer is gtamiltonian method™ .

dynamical nonadiabatic quantum event. The decoherence The purpose of the 'pres.ent study 'S to_ follow the e
caused by the solvent eventually forces the system to localiZ34€NCce of events from light induced excitation to nonadia-
onto a particular charged state. This localization marks th®atic transition, and deexcitation back to the ground initial
qualitative change from a dynamical to a kinetic picture. ForState(cf. Fig. 1). The justification for the use of the surrogate
weak to moderate system-bath coupling, an increase in thdamiltonian method is the ultrafast nature of the observa-
dissipative forces will cause an increase in the rate of chargons which restrict the time scale. The main goal in the study
transfer. A further increase in the system-bath coupling willlS to construct a comprehensive model which is able to simu-
cause a turnover and the rate will decrehdeis general late transient as well as static experimental observables. Spe-
quantum phenomenon has been termed the quantum angial attention is devoted to checking the numerical conver-

Zeno effect gence. Once the calculation has been converged the
New light on the charge transfer process has come fron@bservations and insight can be attributed to the model.
ultrafast pump-probe experimerfst' This technique consti- Direct insight into the complex charge transfer process

tutes a dynamical probe enabling the unraveling of the secan be obtained by following the sequence of evéiisFig.
quence of events that lead eventually to the charge transfdp. In general, one can identify four major dissipative pro-
product. A direct signature of the ultrafast dynamics are trancesses taking place. The most studied is vibrational relax-
sient modulations of optical observables reflecting the proation which means the gain/loss of vibrational energy
motion of ground and excited state vibrational modes. from/to the bath. Electronic quenching is a similar process in
The present study is aimed at constructing a compreherwhich electronic energy is lost to the bath. More subtle are
sive quantum dynamical model which can describe consisauclear and electronic dephasing processes. These processes
tently the experimental observations. The model is built fromare characterized by loss of either a nuclear phase or an
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FIG. 1. An excitation-deexcitation cycle. An initial correlated stélg is
partially promoted to the excited electronic state by the pump p@se
leaving a “hole” in the ground state density. The excited state population
moves to the crossing poili8) where it can cross back to the ground state
potential via a nonadiabatic transitidd). Once on the ground electronic
surface the hot vibration cools back to the bottom of the W8l The
dynamics is followed in time by a short and weak probe piie

electronic phase limiting therefore coherent quantum pro-
cesses. A brief description of the main theoretical consider¢4)
ations for each of the above steps is presented.

(1)

(2

The initial state of the process is a strongly solvated
chromophore which results in a system and bath which
are highly correlated. The surrogate Hamiltonian method
addresses this issue by constructing a correlated initial
state which is consistent with the system-bath mddel

Sec. IV A). This phenomenon is related to nuclear relax-
ation. The initial correlation has been a major concern(5)
for quantum treatments of system-bath dynamics. The
common approach is to approximate the initial state as a
tensor product between the system and the bath state. A
correction to the problem within the context of a pertur-
bative treatment of the system-bath coupling has recently
been suggested. This issue has been tested within the
current contextcf. Sec. IV B showing only a small ef-

fect on the dynamics. 6)
The excitation by the pump pulse is the second step in
the sequence of events. In most cases the pump intensity
is sufficient to promote a significant fraction of the popu-
lation to the excited statécf. Sec. IVQ. The void or
“hole” left on the ground electronic state creates a non-
stationary density which then oscillates periodically with
the ground state vibrational frequenct&s® This phe-
nomenon is known experimentally as resonance impul-
sive stimulated Raman scatterifi§ISRS. The creation

of this “hole” can be explained by Rabi cycling which is
coordinate dependent. This means that a consistent de-
scription of the excitation process has to include explic-
itly the interaction with the radiation. Moreover, the

Koch, Kliner, and Kosloff

not localized on the crossing point, this effect is signifi-
cant(cf. Sec. IV Q. The explicit time dependence in the
surrogate Hamiltonian theory is designed to include
these effects within the model. The state of the system
has to reflect the full nonadiabatic picture thus having
amplitude on the two potential energy surfaces simulta-
neously. This is in contrast to the common perturbation
theory picture which places the ground state wave packet
on the excited electronic surfate.

Once the excitation has promoted population to the ex-
cited electronic surface, the excited state wave function
starts to evolve, eventually reaching the crossing point.
This evolution is also strongly influenced by the bath.
Strong vibrational relaxation on the excited state can
stop the motion before it reaches the crossing p@ht
Sec. IV B. The nonstationary “hole” left on the ground
electronic surface will also start to evolve, causing peri-
odic modulations with frequencies characteristic of Ra-
man transitions® The decay of these modulations is in-
fluenced by vibrational dephasing and relaxation.

The density approaching the crossing point can cross by
nonadiabatic charge transfer back to the ground elec-
tronic potential. This step is crucially influenced by the
environment. The dynamics has to reflect the turnover
from an enhancement of the charge transfer rate caused
by an increase in dissipation to a suppression of the rate.
The difficulty in analyzing this step is that it is influ-
enced by all the dissipative processes.

Following the charge transfer event, the vibrational
modes on the ground electronic state are highly excited.
If the time scale of the charge transfer event is fast rela-
tive to a vibrational period, the new wave packet will
have coherent properties. The final stage in closing the
cycle of events is the recovery of the initial equilibrium
state. This is the result of vibrational relaxation of the
excess energy to the battf. Sec. IV D.

The probe pulse can be applied at any stage in the cycle
of events. Typically, the probe pulse is short and weak. It
can promote both an excitation, which means absorption
of energy, or deexcitation, resulting in stimulated emis-
sion. In this case a perturbative picture is justified and
can save significant computational effort. This viewpoint
leads to the concept of a window operator which de-
scribes the total energy balance absorbed or emitted from
the probe pulsécf. Sec. 11D 2.

The present study is aimed at developing the method-

ological tools for modeling ultrafast dynamics in a dissipa-
tive environment. The sequence of events above is typical

strong interaction with the field has been shown to@nd can supply the main insight required.

modify the system-bath couplifg=° For charge trans-

The article is organized as follows: Section Il reviews

fer events in solution the time scale of electronic dephasthe surrogate Hamiltonian method, introduces the basic
ing is of the same order as the pulse duration forcing &harge transfer model and makes the connection to observ-
description which includes explicitly this phenomenon. ables. The dissipative processes and their treatment within
Another effect is due to an interference between the rathe surrogate Hamiltonian are described in Sec. lll, in par-

diation induced excitation and back transfer caused byicular dephasing is introduced in Sec. Ill B. The results are

the diabatic coupling. If the diabatic coupling potential is presented in Sec. IV, while Sec. V concludes the study.
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Il. THE SURROGATE HAMILTONIAN METHOD The spin bath is harder to constrdtut for sufficiently
low temperature it coincides with the harmonic bath. For
higher temperature the parameters of the spin bath can be

The model to be constructed has to describe a primargptained by a scaling term which is applied to the spectral
system immersed in a bath. The state of the combinedensity of the harmonic batt:?3-2°

system-bath is described by the wave function )

V(Q,a,01,05,,...,0n) WhereQ represents the nuclear con-  Josd @) =tanh(zfiwB) Ispi @) 2
figuration of the dynamical systena the electronic level, with 8= 1/k<T. This procedure is emploved whenever one
ando; the bath degrees of freedom. The Hamiltonian of Suc'l:ompires tg é harmgnic bath ploy

a combined system is '

A. Brief review of the surrogate Hamiltonian

H=Hg+Hge+Hgpt+ Hg (1)  B. The basic charge transfer model

. o . . The system Hamiltonian is constructed from the nuclear
with Hg the Hamiltonian of the systenklisp=Hsg(t) de-  configurations on two electronic states in a diabatic represen-
scribing the time-dependent interaction of the system withation:
the field, I:|SB describing the interaction of the system with

the bath and1g the bath Hamiltonian. The observables are  {y_— o
associated with operators of the primary system. They are V4(Q) He
determined from the reduced system density operator: = . - AL A ng . L
p<(Q,Q") =trg{| W) (¥}, where tg] } is a partial trace over With Hge=T+Vye(Q). T=P IZM is the kinetic energy op-
the bath degrees of freedom, i.e., the system density operatSFator’ V_g andV, are the p_otent|al energy_operatqrs Of_ the
is constructed from the total system-bath wave functiorf/€Ctronic ground and excited state, aviglis the diabatic
while only this wave function is propagated. coupling. _ , . _ _

The computational requirements in a quantum mechani- The COUD"”Q W',th radiation is described by the time-
cal simulation scale exponentially with the number of de-déPendent Hamiltonian
grees of freedom. Therefore some drastic reduction of com- 0 —E(1) fur
plexity is needed. The primary system is to be represented in  Hsg=| E* (1)

; e . (t) e 0

full quantum rigor which includes two potential energy sur-
faces, and the relevant nuclear configurations. A grid reprewhere i, = i1, (Q) is the transition dipole operator which
sentation is used in this study to represent the wave functionan be a function of the nuclear configuratid(t) is the
on each surface. This primary system is different from pretime-dependent electric field, and by employing the long
vious applications of the surrogate Hamiltonian methodwavelength approximation, the spatial dependende(of is
where only ground state dynamics was considéféd?° ignored.

The main reduction in complexity is in the construction Finally, the surrogate bath Hamiltonian has the form
of the bath. The infinite number of bath modes is to be re-
placed by a finite number of representative modes. Since Hy=1.® >, Si;,;‘[,-i' (5)
within a finite interval of time, the system cannot resolve the [

full density of states of the bath, it is sufficient to replace theyyneree; are the representative energy eigenvalueségiéd

bath modes by a finite set. The sampling density in energy ofre the creation and annihilation operators of the representa-

this set is determined by the inverse of the time interval.  tjye modei. More than one effective bath can be employed,
There are two general classes of commonly used bat@ach related to a different dissipative phenomenon. The in-

descriptions. The first is a bath composed of harmonic oscCiligraction of system and bath is described by the Hamiltonian

lators. The second class is a bath composed from a set g{ ; ; - ; o
) . . This operator will be discussed in detail in Sec. Ill.
two-level systemsTLSs).2! The idea of a harmonic bath = >° P

originates from a normal mode analysis combined with a
weak system-bath coupling which guarantees that the hac. Numerical implementation

monic approximation is valid. A spin bath can be thought of The state of the system combined with the bath is de-

as originating from a prediagonalization of the bath to |tsS ribed by a 3-dimensional spinor witiN being the number
energy levels. It then represents the energy spectrum by a se? modes. FoN=1 it becomes

of two-level systems. 0

The harmonic bath has been the starting point of many . Po(D, )
system-bath studies which are based on either path integrals )= v (O,a)]
or semiclassical approximatiof:2°> The harmonic bath’s n
influence on the system is completely specified by the speavhere Q represents the nuclear degrees of freedom of the
tral density function](e) which is determined by the density wave function andr the electronic degrees of freedom. The
of states weighted by the coupling. The similarity betweenspinor is bit ordered, i.e., thigh bit set in the spinor index
classical and quantum harmonic baths is the source of eorresponds to theth TLS mode excited if the counting of
method of obtaining the spectral density from classical MDbits starts ai =0. The number of simultaneous excitations
simulations of the batf® can be restricted. The dimension of the spinor is then given

Hy  Va(Q)

®lg )

®lg, (4)

(6)
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by the sum of binomial coefficient8" ("9 with Ne,.the D Observables and data analysis

number of simultaneously allowed excitations. Most observables of interest can be obtained as expecta-
The dynamics of the system combined with the bath ision values of system operators. The system’s state is con-

generated by solving the time-dependent Sdimger equa-  structed by a Boltzmann average of a trace over the bath of

tion: the total wave function:

v(O:t)=e Mp(H;0). (7) po(1) =trg{ U(1)| ¥ (0))(¥(0)| U (1)} (11)

. AL . with [V (0))(¥(0)|=2; (e PEiZ) |W;)(¥|, where B
Eallghdspln%r. cortr;]ponen,ll'/i(Q) IS f_reprets_,entedﬂc])n l? S?.at'al =1k, T andZ=Eje‘ﬁEi. E; is the energy of theth eigen-
grd describing the nuciear contigurations. 1he KINElc €nw, iy |W;). The initial condition for the wave function
ergy operator is applied in Fourier space employing FETs,

| W (0)) is obtained by calculating the lowest energy eigen-
ZQS (t)f:)eeg?oerbychev metfidds used to compute the evolu- functions of the combined system-bath Hamiltonian.

For N modes the representation of tité bath operator 1. Power absorption

IS For the radiation, a time-dependent semiclassical ap-
N—i i-1 proximation is used. The power absorbed or emitted from the
e N=T] Leae]] 1, (8)  radiation field is then given by the expectation vaftie:
=1 =1 N n
oH JH
with 7>=< atSF> =trs+ ﬁSTSF]. (12)

N 0 0 9 To obtain the total energy absorbed by a pulse, @8) is
771 o) ©) integrated for the total pulse duration. When the radiation
field is represented by a rotating fiel&(t)="ee'“', one
The matrix representation &f;d;(&} + &;) has already been optains
given!? In the bit representation, the operati)rjcij(&?&j

+6-]Ta-i) for N=3 modes corresponds to AE=f Pdt=—fiw AN,. (13)
3
S ci(olo+alan) Equation(13) allows association of the change in population
= T from the ground to the excited electronic stalé\, to the
o0 0 0 0 0 0 energy absorbed from the field.
0 0 ¢ 0 ¢3 0 00 2. Window operator and transient
0 c;gy 0 0O cp3 O O O absorption [emission
0O 0O O O 0 cy3 €13 O Despite the option of direct simulation, it is beneficial to
o Csy Czp 0 O 0O 0 O (10 employ perturbation theory and represent the total absorption
from the probe pulse by an observable represented by a win-
0 0 0 ¢ 0 0 cp0 dow operatoAV. This operator describes a finite resolution
0 0 0 ¢33 0 ¢y 0O O position measurement:3!

c. o 0 0 0 00 AE~— o tre{ps(ty) - W}. (14)
These matrices do not have to be stored but can be morgne observation process is completed in a time duration pro-
efficiently applied by bit-testing. To apply the bath Hamil- portional to the probe pulse duratiep. The concept of Eq.
tonian[Eq. (5)], thekth spinor component is multiplied with  (14) is to collapse the observation to a single instant of time
the bath energy; if the ith bit in k is set. The action of the t,. By employing time-dependent perturbation theory the
'llj'ﬁtht IODiLatOIVESgg& ;&IiT)JF g]'i) ij 5'2’5;‘ by gntexbdusé\:j@g t window operator for a Gaussian shaped probe pulse with the
atis, ifk= D), thend; needs to be added to : _ A o (t—t)2/27 ,31
the kth component of the newlsgl)inor. The application of Eq.envelope functiofé(t)=Ae™ (~'"%% become
(10) requires several bit tests: First, the number of excita- AA A, 7'r(7'pA)2
tions in the indicek and|l must be equal and, second, the W(Q.Q")= 72 €
indices ofc;; in Eqg. (10) numbering the bath modésot the L
spinor componenjsbit-added,i+j, must be equal to the X 8(Q=Q")|a)(al, (15)

exclusive or ofk a”‘?“- _ where|a){a| is the electronic projection operator which se-
From Eq. (10) it can be seen that there is N0 pure oo the ground electronic state for transient absorption. For
dephasing for a bath at zero temperature: At zero temperatuigyission, the projection operator selects the excited elec-

no TLS is excited corresponding to all population being inqnic state. The window operator, E@5), is a function of
the Oth spinor component. Furthermore, dephasing canngf,q probe central frequenay, :

create bath excitations, i.e., it operates only between spinor . A )
components with the same number of excitations. 2A(Q)=Ve(Q)—V4(Q)— o, (16

_ N2/52 2 ~
2A(Q)“/h Tp'MZ(Q)
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i.e., 2A(Q) is the difference potential. The employment of smallest allowed eigenvalue of the overlap masix, and a
the window operator is based on the assumption of a randomonvergence criteriow for the obtained frequenciéd They
phase between the pump and probe pulses, so that interfarere chosen as,;,=10 8 ande=10"5,...,10°3.

ence effects will be eliminated. Interference between pump

and probe signals is also eliminated once electronic dissipa. Wigner function

tion'is complete_. The memory O.f the pump phase is stored_ln To gain insight into the state created by the pulse, a
the transition dipole phase. This is erased once the relat|vehase space picture is emploved. A Wianer fundldhof
phase between the ground and excited state wave packetsp P P ployed. g

tSe rimary system density operator, either on the ground or
lost by electronic dephasirg. P y sy y op ' 9

excited electronic surface, is used:

3. Correlation funct/f)ns . . W(P,Q) = o f p(Q—y/2.Q+y/2)dPY dy. (22)
The theory of linear response associates the weak field m

spectral response of matter to Fourier transforms of time cordnlike a classical probability density, the Wigner distribution
relation functions. These are calculated using the system anghn have negative values. The existence of these negative
bath Hamiltonian without the external field. For example, thevalues indicates regions in phase space which are dominated
CW absorption spectrum is calculated by the following au-by pure quantum phenomena.

tocorrelation functiort®

C()=(T;|M(D)| W), (17)  11I. THE DIFFERENT DISSIPATION PROCESSES AS

where|W¥;) is the initial state. The time-dependent propaga-DESCRlBED BY THE SURROGATE HAMILTONIAN

tor M is defined as The bath has a strong influence on all aspects of the
A e dynamics. Traditionally this influence is classified as energy
M(1) = fag (e (P Hos™Halt} (18 rglaxation ;) and energy dephasing ). These processes

with fy, being the transition dipole operator adt the ini-  influence both the nuclear degrees of freedom and the elec-

tial stationary state. For finite temperature, a Boltzmanrironic degrees of freedofiThe following Hamiltonian de-

weighted sum over all populated stationary states needs to Isgribes these possibilities:

considered in Eq(17). The absorption cross section(w,)

is related to the Fourier transform of the autocorrelation HSB:H%JFH?BJFH%%LH%%' (23
function of the initial staté® wherenr means nuclear relaxatioay electronic relaxation,
" nd nuclear dephasing aneld electronic dephasing. Details
oa(®)* o Im f gletealtc(t) dt), (190  of these system-bath coupling operators with illustrative ex-
0 amples are presented below.

whereg; is the energy of the initial staté; .

| ) A. Energy relaxation processes
The Raman cross section can be obtained from the half

Fourier transform of the correlation function: Energy relaxation is an exchange of energy between sys-
R tem and bath which will lead eventually to thermal equilib-
Cji () =(¥;IM(t)|¥)), (200 rium. The process can be imagined as taking energy out of

the primary system and simultaneously creating an excitation
ét] a bath mode. The inverse process of destroying an excita-
tion in a bath mode and transferring this energy to the system
is also possible.

The operator describing the exchange of energy of the
bath modes with the nuclear degrees of freedom is a gener-

The convergence of the surrogate Hamiltonian method iglization to two electronic surfaces of the interaction term
significantly faster for short propagation times. In order toused in previous studi€:
obtain long time observables or frequency domain results N
which depend on them, the short-time observables have to be ~nr fq(Q) 0
extrapolated. The filter diagonalization technitfué®fits the Bl 0t 0
short-time time-series to a model which then can be extrapo- ~ ¢
lated. The method is based on the assumption that the tim&herefg,4(Q) are functions of the system displacement op-

signal can be represented as a sum of complex exponentiagfator. This means that the system-bath coupling can be dif-
ferent for the ground or excited state potential. The constants

whereV; is the final wave functiof
The method can be extended to treat dispersed fluore
cence and gated fluorescerice.

4. Filter diagonalization

®>, d'(&+ &), (24)

K
st)=> d; exp—iwt) 21) d"" are determined from the spectral density:
< G ith
- A" = 3(e) p(e), (25

where();=Re(w)) is the desired frequency; = 1/Im(w)) is

the decay rate and; is the complex amplitude. The number
of real fitting parameters isk. The parameters specifying
the accuracy of the filter diagonalization method are the J(&)=pee ®%c, (26)

wherep(e;) is the density of states of the bath. Assuming an
Ohmic form, the spectral density becomes
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FIG. 2. (Color) Potentials for the anharmonic oscillator with increasing third order teymiven in the legend. The arrow indicates the position of the initial
state. The window operator which was used to calculate the absorption is also plotted. The average energy as a function of time for increasii@tygnharmon
(bottom) and the ground state absorption for increasing anharmorttoipy are shown on the righ is the number of bath modes, the system-bath coupling

is 7=2 and the cutoff frequency i8= wy .

The interaction with the bath can also lead to electronidost much faster. These observations are similar to the ones

guenching described by the interaction seen in a vibrational relaxation model based on solving the
semi-group Liouville von Neumann equatihThis phe-
Hng:%< L o ®z d*' (& + &,). (27) ~ nomenon is the result of the initially compact wave fungtlon
i getting out of phase when the energy level spacing is not

A similar relation as Eq(25) holds for thed®', but the constant because the dissipative forces originating from the
spectral density will be different. b bath exclude coherent revival of the wave paéket.

The vibrational relaxation in the surrogate Hamiltonian
model has been tested previously for the standard model of B. Introduction of dephasing into the surrogate
harmonic oscillator interacting with a bath.Nevertheless Hamiltonian
the grid representation of the primary system allows for the

treatment of a general anharmonic potential. The vibrationa) Dephasing is a process caused by an almost elastic in-
i ge P ) Heraction between system and bath which alters the accumu-
relaxation study is extended therefore to the case of an an

harmonic oscillator in a batfFig. 2). The anharmonic part of lated phase of the system. A qualitative picture is based on an

T ) - almost elastic exchange of energy between two bath modes.
the potential is given by third and fourth order termsQn  7hjs js described by creating an excitation in one mode at the

Vo= 73(?3 n 74@4’ (28) expense of an excitation in anot_her _mode, and yice versa.
This process modulates the Hamiltonian of the primary sys-
where y3 was used as free parameter apgwas chosen to  tem. From this description it is clear that for dephasing to
balance the third order termy,= —y3/Q¢, with Q¢ from  take place the bath has to be initially excited. Therefore,
Eq. (34). The initial state was a displaced correlated groundyhen the temperature is decreased, dephasing processes are

state of the system and bath, which was displaceddgy frozen. For nuclear dephasing, the bath modulates the vibra-
=0.3 a.u. as indicated in Fig. 2. The qualitative shapes of th@onal Hamiltonian:

energy relaxation curves for different anharmonicities shown ~
in Fig. 2 are quite similar. Examining the left part of Fig. 2, ~nd Hyg 0
it becomes clear that with increasing anharmonicity the av- SB™ 0
erage initial energy decreases. With 11 bath modes, the
method converges to a time scale-o1000 fs. The artificial The coefficientsc;; are biased to represent almost elastic
recurrence of the energy for the harmonic case afteencounters,
~1000 fs should be notice@Fig. 2). For anharmonic cases, (e — 62252

. o c;i=ce (Gim#)720 (30)
the recurrence is less significant due to a spread of the sys- ™"
tem energy to more bath modes. Larger differences due twith ¢ a global dephasing parameter, and determines the
the anharmonicity are observed in the absorption of a probaelastic bias. We found the dephasing rate to be proportional
pulse(top right of Fig. 3. Due to the position of the window to the square of the band width of; .
function the second harmonic component is enhanced which  Pure vibrational dephasing leads to a spreading of the
is the result of the double passage of the wave packet fovave packet in phase space, shown in Fig. 3 where the
each vibrational period. The decay of spectral modulations iground state of a harmonic potential was displaced and
faster when the anharmonicity increases, in particular thevolved in time. The sign of each individual tenﬂn" in Eq.
double peak reflecting the second harmonic component i€9) determines if its contribution advances the phasga-

~

®> cl(ola+a] o). (29)
ij

e
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FIG. 3. (Color) The Wigner function of an initially displaced Gaussian state in a harmonic potential. The state is plotted after 0, 2 and 4 periods for the nuclear
dephasing paramet@r=0.2 (top) and forc=0.5 (bottom. Nuclear dephasing leads to a spreading of the wave packet which occurs faster for stronger
dephasing.

tive ci’}d) or delays it(positive c{}d). A random choice of the By varying the carrier frequency of the pulse, a spectrum of
sign of c{}d will cause a phase diffusion in both directions power versus frequency has been obtained. The minimum
without affecting the average phase propagation determinedidth of the spectrum is determined by the Fourier transform
by Hs. of the pulse. Once dephasing is introduced the frequency of

Higher harmonic motion was genera‘[ed by p|acing two,the absorption peak is shifted Corresponding to the initial
three and four Gaussian wave packets symmetrically on walue of the system-bath interaction ene(g]g%). An addi-
specified ellipse in phase space. The transient absorption #onal dynamical shift is also observed which is lineacin
the turning point of this initial state was recorded and fittedfor small values and reaches saturation at higher values. The
with the use of the filter diagonalization method. The fre-dephasing also adds an additional width to the peak which
guencies with the highest amplitudes were the second, thirdcales quadratically with the dephasing paramétgy. 5.
and fourth harmonics. Analysis of the decay rates correThe quadratic scaling of the width with the dephasing con-
sponding to these frequencies shows a 1:2 ratio between tistantc®® as well as with the band width indicates that the
first and second harmonics, 1:3 between the first and thirdurrogate Hamiltonian dephasing process is second order in
harmonics and 1:4 between the first and fourth harmonicghe system-bath coupling. This is consistent with derivations
These ratios deviate from the 1:4, 1:9 and 1:16 ratios ex-
pected in a Gaussian dephasing model, and indicate that the
dephasing mechanism is Poisson-ffRe.

For electronic dephasing, the bath modulates the elec-

tronic excitation: o depbiksing

- A -1 0 =

AgE=Av(Q) ( © cilolotole). 3D 208 S

0 1 [ % ------ ¢ =le=3

Ay(Q) is the difference potential describing the dependence 206 | === c =23
of the modulation on the nuclear displacement. 2

The effect of pure electronic dephasing is shown in Figs. 2 sl Cu=de3
4 and 5, where a two-level system is excited by-pulse on B

resonance. The initial state was chosen such that the systen'
is in its ground state and the bath states are partially popu- * 0.2
lated. For the zero dephasing case, theulse leads to a
complete population inversion. Once dephasing is included, 0 = :
the amount of population transfer decreases, eventually 0 25 30 75 100 125
reaching 50% conversion which corresponds to a random time [fs]

electronic phase. For stronger dephasing, more modes . 4. (Color) Electronic dephasing: Decrease of population excited by a

required to obtain converged results. The total energy ab; ,yise for increasing dephasing strengtly, N is the number of bath
sorbed from the pulse has been calculated by use oflBjj.  modes. The pulse envelogeot to scalgis shown in the background.
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cited electronic potentials at the minimum of the ground

X—XN=9 state. The widtiFWHM) of the pulse which is connected to
2.4e-04 | A—Agjl o, was chosen as 20 fs which is approximatglyof the

ground state vibrational period ang of the excited state
vibrational period, typical for charge transfer experiménhts.
tmax Was fixed by starting the propagationtgt=t,.— 30 -

The probe pulse profile was identical to the pump pulse pro-
file but with 10% of the pump intensity.

= = = quadratic fit

A. Equilibration of the initial state

Once the system-bath Hamiltonian is set, the correlated
ground state can be determined by propagating an initial

1.2e-04 1 2 guess wave function in imaginary time

0e+00 1le—04 2e-04 3e-04 4de-04 5e-04 N
dephasing constant c* ¥(Q7)=e ¥ (Q;0). (36)

, , As 7is increased this state will converge exponentially to the

FIG. 5. The FWHM of the pulse spectrum as a function of dephasing con—ground state. Low lying excited states are obtained by filter-

stantc®® for increasing number of bath modes. The deviation from a qua-; e ;

dratic fit indicates the breakdown of convergence. Ing out the previously found lower states _and repeating the
propagation proce$S.For temperatures which are low rela-
tive to the electronic energy differen¢g T<A, the initial

of Redfield theory based on time-dependent perturbatiogtate can be determined using only the ground surface

theory in the system-bath couplifi. Hamiltonian.

The above examples demonstrate the ability of the sur-  The energy stored in the system-bath couplifids ),
rogate Hamiltonian method to model the four isolated dissivyas computed. Its value depends on the coupling parameter.
pative phenomena and to establish the requirements for cofyy oyr simulations we could get converged results for rela-

vergence. tively large coupling with(Hgg) reaching 30% of the total
energy. In spite of this, the effect of initial correlations on the
IV. RESULTS dynamics was found to be small even for the strong coupling
Once the individual dissipative phenomena have beef@se. The autocorrelation function and the transient emission

modeled, the full photoreaction cycle can be described. Thi¥/€ré compared for a correlated and an uncorrelated initial
electronic potential energy levels are chosen to be the tradgtate. InA the uncorrelated case, the initial state is the ground
tional displaced harmonic oscillators: state ofHy, while in the correlated case it is the ground state
T of Hy+H2s+Hg. The comparison was made with a set of
Vo(Q)= 2MwgQ", 2 ifferent coupling functi Q) i -
pling functiond 4,¢(Q) in Eq. (24) and the ob
V (0)= %ng(Q—Qo)2+A, (33) se_rved effect was small for linear as well as nonlinear cou-
pling. In both cases the system-bath coupling term caused a
wherewg. are the vibrational frequencies of the ground andsignificant shift of the modulation frequency. The influence
excited surface€Q is the shift in equilibrium position and  of initial correlation has also been addressed in the context of
is the energy shift between the minima. Other nonharmonighe weak coupling approximatithwhere it appears as an
potentials have been modeled by adding a cubic and quartigdditional inhomogeneous term.
term to the potentialécf. Sec. Il A). The system parameters
were chosen asy=5.0e—4, w,=0.704, Qu=0.2 andA  B. CW absorption spectra
=0.004(all in atomic unit$. The diabatic coupling potential

, ) The CW absorption spectrum reflects part of the photo-
is described as

reaction dynamics. The time-dependent approach is used to
Vy(O)=d4e (é*ch)Z/ZUgl (34) calculate the CW absorption cross section employing E_qs.
(17) and (19). At t=0 the ground state of the electronic
whereQ,, is the position of the maximum coupling poity  ground state potential is promoted onto the electronic excited
is the variance of the coupling function adglits amplitude.  state and the diabatic coupling as well as the coupling to the
By varying the parameters of the diabatic coupling its influ-path are switched on. The frequency of the ground state po-
ence can change from a localized effect®gt to a constant tential was chosen to bewgzlo—3 a.u., i.e. about
function independent o®. . 220 cm %, and the frequency of the excited state potential
The pump pulse envelope was modeled as a Gaussiang,=0.7w,. Figure 6 shows the autocorrelation function of
et 21262 e Eqg. (17) (on the lefy and the absorption cross section Eq.
E(t)=Ege™ (" tmalErgmont (35 (19) (on the righj for constant diabatic couplingop) and
with the intensityE, adjusted such that 10% of the ground for localized diabatic couplingbottom). Since the surrogate
state population was transferred to the excited state which idamiltonian is converged only for a finite time the autocor-
typical in the experiment® The carrier frequency, was  relation function cannot be Fourier transformed directly. In-
chosen to match the difference between the ground and estead the frequencies
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FIG. 6. (Color) The autocorrelation functiofon the left, the absolute value is plotiegind the corresponding absorption cross sect@nthe righ for

constant diabatic couplingly=wg, (top) and localized diabatic couplingly=5wgy, d4=0.1 (bottom, and for increasing system-bath coupling The
eigenfrequencies of the system Hamiltonian are indicated by the thin gray lines.

and decay rates contained in the signal were extracted fromlzath is twofold: It leads to a finite width of the peaks which
finite observation window by filter diagonalization. The CW increases with increasing system-bath couplipgFurther-
absorption spectrum was then reconstructed by a sum ahore, the bath shifts the spectrum first towards lower fre-
Lorentzians. The data window in time was confined by thequencies but then due to mixing the frequencies can increase
convergence time of the surrogate Hamiltonian, indicated bycf. Sec. IV D.

comparing theN=9 to theN=11 modes. The actual data

window had to be chosen carefully since it is used for ex- o

trapolation to longer times. In Fig. 6 the data between 50 an&- EXcitation by the pump pulse

530 fs were used. The initial state on the ground electronic surface is also
In addition to the spectrum, the eigenfrequencies of thehe starting point for launching the pump-probe simulation.
system Hamiltoniarhtls, including the diabatic coupling, are This state is propagated with the time-dependent Hamil-
indicated as thin lines in Fig. 6. The nonstationary initial tonian leading to population transfer to the excited state. Fig-
state can be expanded into eigenstates of the system as aame 7 shows the phase space density of the excited state wave
be seen in Fig. 6. In the case of the constant diabatic codunction at different times during the pump pulse. Due to the
pling all eigenstates within a certain energy range are excitedlope of the excited state potential the population transfer is
while for the localized diabatic coupling only a few eigen- not symmetric(Fig. 7, left and middlg Towards the end of
states contribute. In case of localized coupling, see Fig. éhe pump pulse duration, the wave packet starts to move
bottom right, the eigenstates corresponding to the three peaksvay from the Franck—Condon point and develops a
with highest intensity carry 80% of their weight on the ex- coordinate-momentum correlation. In almost all previous
cited state while the eigenstates in between carry less interstudies of the charge transfer problem, the initial state was
sity on the electronically excited state. For constant diabatichosen to be an uncorrelated Gaussian wave packet posi-
coupling more peaks are excited, see Fig. 6 top right. In thisioned at the FC point on the excited electronic state and a
case it is the eigenstates with peaks close to the classicglobal diabatic coupling was switched ontat0. When the
turning point which contribute most. The influence of the excitation process induced by the pump pulse is considered

FIG. 7. (Colon Normalized Wigner function for the excited state wave function during the pump putsetgt,—1.50 , t=tma, andt=t+1.50 (from
left to right) with 0=0.7wy, 7=1.0, J4=50y, 04=0.1, andNyeges=11.
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. populated initially, and population transfer starts only after
0.15 | global nonadiabatic s the pump pulse has been applied and the wave packet has
ANA SN traveled to the crossing region of the potentials. For localized
= diabatic coupling and strong vibrational relaxation, a new
=] . .
g phenomenon can be observed: trapping on the excited state.
"g“ In this case, the wave packet relaxes so fast that it can not
2 reach the crossing region of the potentials anymore. This
§ observation is part of the turnover phenomerich Sec.
% 01T local nonadiabati IVE).
'§ 0.08 | coupling
2 o006 |
o D. Absorption of the probe pulse and “recovery
004 | envelope of of the bleach”
pump pulse
0.02 The absorption of the probe pulse reflects the ground
0 . state dynamics. Figure 9 displays the Wigner function of the
0 100 200 300

ground state wave packet after the excitation and Fig. 10
shows several dynamical expectation values. The time steps
FIG. 8. The population on the excited state for global and for local diabaticat Which the Wigner function was plotted are indicated by
coupling (Jg=1.0wg, 04=0.1), with and without vibrational relaxation arrows in the middle panel of Fig. 10. Since the pump pulse
_(77)- T_he initial_state, which is the_ground s_tate of the total system and bathexcites~ 10% of the ground state population to the excited
is partially excited to the electronically excited state due to the pump pulse .
(indicated. State, the ground state wave packet is only weakly perturbed
by the excitation process. However, after the excited state
wave packet has reached the crossing point, population is
explicitly, this choice of the diabatic coupling leads to un- nonadiabatically transferred back to the ground state. Due to
physical spurious results. This is shown in the upper panel ate locality of the diabatic coupling, this population transfer
Fig. 8. Due to the global diabatic coupling, the excited stateoccurs in spurts. On the excited state surface the Wigner
is already populated before the excitation. Therefore thdunction splits when it hits the crossing point. In Fig. 10 one
pump pulse results in both stimulated absorption and emissbserves the loss of ground state population due to the pump
sion. Furthermore, this choice of diabatic coupling immedi-pulse and then the recovery of the population due to nona-
ately induces population transfer between the electronidiabatic transfe{middle panel. The newly created popula-
states(see the oscillations in Fig. 8, upper pand fix to  tion on the ground electronic surface is vibrationally excited
this unphysical problem is obtained by a localized diabatiqtop panel. The appearance of this population in the obser-
coupling operator(Fig. 8, lower pangl Diabatic coupling vation window of the probe is delayed by the time scale of
functions obtained fronab initio calculations turn out to be vibrational relaxation(cf. Fig. 11 left, bottom pangl This
localized*®4” For this case the electronic excited state is nopphenomenon has been termed the “recovery of the bleach.”

time [fs]

FIG. 9. (Color) The Wigner function of the ground state wave function at subsequent tit26s198, 271, 344, 416, and 488 fs from top left to bottom yight
The system-bath coupling i8=1wgy and the local diabatic coupling &=5w,, with width o4=0.1.
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0 . : FIG. 12. Frequencies in the transient ground state absorption obtained by
0 200 400 600 filter diagonalization vs the system-bath coupling parameter. No electronic
time [fs] dephasing is included. The remaining parameters are the same as in the

previous figure.

FIG. 10. Expectation values ¢1, andHs (upper pané| the ground state

population (middle panel, and the expectation value d® and AQ

_ (6% —(B)? on the ground statdower panel vs time. The envelope of tional frequencies of the dla.batlg poterjtlals or to the eigen-
the pump pulse and the times at which the Wigner function is plotted in FigValues of the system HamiltoniaHs (in contrast to the

9 are indicated. absorption cross section, cf. Sec. IY.B'he observed fre-
quencies are rather a result of a subtle interplay between
system and bath. To illustrate this, the system-bath coupling

Finally, the transient absorption and emission signals an@arameter was varied and the frequencies of the ground state

their spectra are plotted in Fig. 11. Higher harmonics correabsorption, obtained by filter diagonalization, are plotted ver-

sponding to the non-Gaussian features in the Wigner functiogus the system-bath coupling in Fig. 12. A pattern of avoided

(Fig. 9 can be observe(see insets in Fig. 31These fea- crossings as a function of the system-bath coupling param-

tures could not be seen in the coordinate expectation valugter 5 is clearly visible.

(Q), or the coordinate standard deviatigiQ) (Fig. 10, The amplitude of the electronic oscillations is decreased

bottom panel Figure 11 shows furthermore the influence of by electronic dephasing, and this leads to a decrease in am-

electronic dephasing on the transient emission and absorplitude of the oscillations in the transient emission/
tion signals. Nuclear dephasing with reasonable parameteebsorption(Fig. 11, lef). Filter diagonalization was applied

did not influence the dynamics. to obtain spectra, and a data window between 250 and 1410

The shape of the transient emission/absorption is causdd was chosen. Dephasing causes a widening of the peaks in
by both electronic oscillations and nuclear vibrations. Therethe spectrgFig. 11, righj.

fore the observed frequencies do not correspond to the vibra- The “recovery of the bleach” or the recovery of the

Se-05
doi5 CIMIESI00 SPEClram
—— puckear relaxation
e—05 F = muchear rebaxation + medum electrons dephasing
muclkear relaxation + stroag eleciranic dephasing
Ze~05 e
x10
le05 | | JL —
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0.0 i
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| nuclear relaxation by i I
—le-05 | nuclesr relaxalion + medium clecorome dephasing 3 e e
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FIG. 11. (Color) Stimulated transient emissigleft, upper pangland transient absorptidieft, lower panel and their spectréight) for nuclear relaxation and
for nuclear relaxation with electronic dephasing. The relaxation parameter is with cutoff frequencye .= 2¢,; the dephasing parameterds-0.005 for
medium dephasing anc=0.01 for strong dephasing. The pump and probe frequencies are chosen to correspond to the bottom of the ground electronic

potential.
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E. Turnover behavior

=

This study points to the complexity of the nonadiabatic
charge transfer event. The phenomenon is sensitive to all
dynamical parameters. Previously, based on a semi-group
model of dissipation, Ashkenaet al® have observed a turn-
over of the charge transfer rate as a function of almost any
external variable, i.e., the rate first increased and then de-
creased as a function of the nuclear relaxation or the nuclear
dephasing rate, the electronic dephasing rate, as well as of
the diabatic coupling parametdr Figure 13 demonstrates
the turnover phenomenon as a function of the nuclear relax-
ation rate. The excited state population is first created by the
z pump and then lost through the diabatic coupling to the

e T am 1000 1500 ground state. The rate of loss increases wijthut then the
time delay [fs] turnover takes place and the population becomes trapped on
F1G. 13, (Colon T " ation of h e | the lowest part of the well of the excited state. From this
T e o vt Fene! . positon the nonadiabati ransfer can occur only by i,
the parameters of the diabatic couplidg- w, and og=0.1. which is slow relative to the other processes. The transient
absorption of the probe pulse from the ground state reflects
the increase in population which is known experimentally as
the “recovery of the bleach.** The slow recovery of the
ground state absorption is observed in the bottom left panajeach for high; means that the turnover phenomenon can
Of F|g 11. ThIS I‘eCOVEI‘y iS due to f|”|ng Of the Observation be observed by pump_probe u|trafast Spectroscopy_
window, Eq.(15), caused by the nonadiabatic transfer from A more complex turnover phenomenon is observed with
the excited state and by cooling of the vibrational excitationrespect to the diabatic coupling constdgt In addition to a
on the ground electronic potentiedee Fig. 1 general turnover trend, oscillations in the rate as a function

The probe pulse can be positioned in resonance to thgf j, are observedcf. Fig. 14. These oscillations can be
inner and outer turning points of the ground state potentialattributed to accidental degeneracies between the electronic
One would expect a half-period time delay between theyround and excited statef. Fig. 14 lef). These degenera-
peaks in the two signals.We found that the electronic 0s- cies are not observed in the global diabatic coupling case.
cillations due to the nonadiabatic population transfer com-
pletely dgstroy this half-period time de_Iay pattern. V. CONCLUSIONS

The time scale for the recovery which corresponds to the
decay rate of zero frequency is1.5 ps. To estimate the The present study is the first construction of a compre-
influence of dephasing the highest peak intensities werbensive model for ultrafast pump-probe spectroscopy of the
compared. For data windows between 770 and 1430 fs, eharge transfer cycle. The use of the surrogate Hamiltonian
linear dependence of the intensity versus the dephasing paas the advantage of a consistent treatment of initial correla-
rameter was obtained and the slope varied betweBrde-4  tion, non-Markovian dynamics and explicit description of the
and — 1.5e-4. pulse field. This exploration has identified severe flaws in

0.8

|
i
=

round state absorption Excited state population

AE

Vi)

M SN S S il

—4e-05 jf;_\*")fi A
0

Cirpund state absorption Excited state population

S0 1000 150k 2000 2500
time delay [Is]

FIG. 14. (Color) Turnover: Resonance phenomenon due to variatiodyofThe diabatic potentials with the energy levelsHbf are shown on the left, also
plotted is the band widtlhE due to the pulse. Faly=5 andJy= 10 there are quasi-degeneracies within the energy window givexEbyThis leads to an
enhanced population transfeight, upper paneglwhich can be detected in the ground state absortight, lower panel
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previous description$*®4°The main flaw is in the Franck— Their method is based on a reduced description which de-
Condon choice of a vertical transition of the ground state ascribes explicitly the dynamics of the system in Liouville
the initial state for the nonadiabatic process. This choice igspace. Work on comparing the two methods is in progress.
nores the initial system-bath correlation and the dynamicaPreliminary results show the surrogate Hamiltonian to have
aspects of the pump pulse. It was found that the initialadvantages at low bath temperatures while at high tempera-
system-bath correlation has only a small influence on théures the Liouville approach takes over. The reason for this is
short-time observables investigated here. However, an effetihat for higher temperatures, the calculation has to be re-
of initial correlations on nonexponential long-time dynamicspeated with a large ensemble of excited initial states. Other
has been reported within a path integral approach on a singlkeduced descriptions such as the empirical semi-group
surface®® The system-bath coupling causes a large dynamiapproach cannot cope with the full scope of pump-probe
cal influence in combination with the nonadiabatic charactecharge transfer dynamics. Path integral metfbdse not
of the excited vibrational eigenstates, it induces mixing ofable, at present, to fully model the time-dependent dynamics
the states resulting in a complicated pattern of frequencgf the charge transfer process.
shifts. The phase shift between different locations of the  The present study does confirm the general turnover phe-
probe pulse transition does not correspond to simple groundomenon in the charge transfer reactiamhich was first
surface coherent motion. Moreover, the pulse induced popudentified in a qualitative semi-group study. The physical
lation transfer to the excited surface is strongly influenced bysource of the turnover is the noncommutability of the system
the diabatic coupling term as well as by the electronicHamiltonian with the system-bath coupling terms. The
dephasing term. The analysis shows that only the localize@resent modeling of the pump-probe experiment shows that
version of the diabatic coupling term has physical meaningthe transient absorption can be used to indicate the turnover
The construction of the charge transfer model has rePhenomenon. The turnover phenomenon also imposes re-
quired new methodological developments in the surrogatétrictions on the maximum rate which can be observed in the
Hamiltonian method. The first step taken was to extend théecovery of the bleach. With the current set of parameters
system’s description by including both nuclear and electronidhis time scale is approximately 1.5 ps which is a factor of 2
degrees of freedom. The next important step was the introslower than the experimental findings.
duction of both nuclear and electronic dephasing terms. Fora One of the striking features of the charge transfer cycle
chromophore in a bath, electronic quenching is not effectiveS its complexity. The nonadiabatic dynamics is found to be
since there are no dipoles in the solvent which are in resosensitive to all internal system parameters as well as system-
nance with the electronic transition dipole. This situationPath coupling elements. Nevertheless, the present model is
could change for chromophores on metal or semiconductottill over-simplified. The main discrepancy is the result of the
surfaces where electronic quenching can be significant due fjngle nuclear degree of freedom. It is well documented that
bath modes in the appropriate frequency range. nonadiabatic transfer evgrjts are extremely sensitive to the
The utility of the method was significantly enhanced by nuclear topolqg)?? An additional nuclear degree of freedom
the incorporation of the filter diagonalization method. Since@llows the existence of conical intersections which open a
in practice the surrogate Hamiltonian method describes shoR®W 41;ast_route or funnel from the excited to the ground
time dynamics it is necessary to extrapolate to longer time§tat€-~ This could be the reason for the discrepancy between
to obtain relaxation data and frequency domain spectra. Th#€ current 1-D calculations and the experimental findings. In
filter diagonalization method fits the data in a time window Principle the description of the primary system could be ex-
to a sum of complex exponentials. This comes as a surpris@nded to include gddmonal d(_agrees of free_dom. This addi-
since the dynamics is generated by a Hamiltonian and therdion would tax_heawly the requwed computat!ona! resources.
fore it is unitary and it should only show oscillatory behavior HOWever, adding a single high frequency vibrational mode
causing the filter diagonalization method to extract pure frePecomes feasible by just including the two lowest levels as
quencies. The fact that we could obtain finite decay rates is § additional spin. An additional electronic degree of free-
result of the finite precision and the finite frequency windowd0m would be described in a similar fashion.
of the filter diagonalization. The recurrences of the unitary
time evolution do not show up numerically within the con-
vergence time window. For infinite precision and an infinite \ck NOWLEDGMENTS
frequency range the filter diagonalization method would
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