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Building on the insight that engineered noise,
specifically, engineered dephasing can enhance the
adiabaticity of controlled quantum dynamics, we in-
vestigate how a dephasing-generating coupling to an
auxiliary quantum system affects quantum annealing
protocols. By calculating the exact reduced system
dynamics, we show how this coupling enhances the
system’s adiabaticity solely through a coherent mech-
anism - an effective energy rescaling. We show that
it can lead to an annealing speedup linearly propor-
tional to the strength of the coupling. We discuss the
experimental feasibility of the protocols, and investi-
gate the trade-off between fidelity and implementabil-
ity by examining two modified versions with fewer
types of required physical couplings.

1 Introduction
Quantum reservoir engineering has emerged as a promis-
ing paradigm for implementing robust quantum dynam-
ics [1, 2, 3, 4, 5]. It can be summarised as controlling a
quantum system by coupling it to a reservoir that is de-
signed to induce some desired form of dissipation. The
dissipative dynamics usually attracts the system to a steady
state and, in many cases, the goal of reservoir engineering
is precisely to obtain a desirable steady state. This state
can be pure and have further interesting features, for exam-
ple be highly entangled or belong to a non-trivial quantum
phase, in the language of many-body physics [6, 3, 4].

In the spirit of quantum reservoir engineering, it has
been suggested to realise the desired dissipation with a
quantum measurement apparatus [7, 8, 9]. Instead of di-
rectly engineering decay channels onto the system of in-
terest, auxiliary quantum systems that interact with it—
so called meters—are added. These meters can inter-
act in a continuous way or have their state reset peri-
odically, the latter case corresponding to collision mod-
els [10, 11]. Couplings with auxiliary quantum systems
or meters provide significantly more flexibility in design-
ing the decay processes since interactions involving more
than two parties, albeit challenging, can feasibly be engi-
neered, whereas “natural” non-locality is rather rare. It fol-
lows that couplings to auxiliary degrees of freedom, as in
Christiane P. Koch: christiane.koch@fu-berlin.de

measurement-induced dynamics or collision models, can
improve the robustness and possibly the speed of adiabatic
dynamics [12, 13].

A particularly relevant area of application are quan-
tum annealing (QA) protocols, where realising an adia-
batic dynamics is essential [14]. These protocols have
shown great promise in solving combinatorial optimiza-
tion problems and simulating quantum many-body sys-
tems. In the former category, QA has been used for traf-
fic flow optimization [15, 16], scheduling [17], portfolio
optimization [18] and materials design [19], among other
problems. In the latter category, QA has allowed for ob-
serving phase transitions of spin glasses [20], topologi-
cal phenomena [21], and quantum critical dynamics [22].
While there is numerical evidence for speedups exhibited
by QA for specific problems [23, 24], the case for a general
problem-independent speedup is more disputed [25, 26].
QA, in the context of optimization, hopes to converge
to a solution faster than its classical counterpart, simu-
lated annealing, through the means of quantum tunnel-
ing [27, 28]. Nonetheless, it is a heuristic method with-
out a proven speedup compared to classical optimization
methods, which has resulted in several proposals to speed
up annealing protocols [29, 30, 31].

The biggest challenge in speeding up QA is diabatic
transitions to excited states. The adiabatic theorem puts
a fundamental limit to the annealing speed as a function of
the energy gap between the ground state and other excited
states [14]. Moreover, the time dependence of the gap
sizes are generally unknown a priori such that one can-
not simply slow down around regions where energy gaps
are smaller. Some promising approaches to tackle these is-
sues have been developed, e.g. engineering a site-specific
dissipation [32] or adapting the state preparation scheme
with suitable preconditioning terms [33]. Alternatively,
provided the dynamics are known (at least approximately)
methods based on shortcuts-to-adiabaticity (STA) [34] al-
low for correcting diabatic transitions. They include us-
ing counterdiabatic driving [35] which can be combined
with optimal control [36, 37], invariant-based engineer-
ing [38], and geometric considerations [39] to mimic the
result of slow, adiabatic dynamics on, in principle arbitrar-
ily, shorter timescales.

Shortcuts-to-adiabaticity can also be achieved via inco-
herent dynamics for state manipulation [40] and can be
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a useful tool to speed up thermalisation and equilibra-
tion [41]. For example, an ideal pure dephasing chan-
nel enhances adiabaticity by performing an effective pro-
jection on the instantaneous basis [42]. In order to re-
alise the required pure dephasing, one can engineer the
coupling of the system to an auxiliary system or “meter”
[12], in the spirit of a quantum non-demolition (QND)
measurement [43]. Since the interaction in a QND mea-
surement commutes with the system Hamiltonian at all
times, it affects only system coherences, not populations.
Evidence for enhancing adiabaticity in the Landau-Zener
model has been demonstrated numerically [12], where
for a time-dependent system Hamiltonian, as in anneal-
ing protocols, the QND coupling necessarily also becomes
time-dependent.

Here we propose a protocol inspired by the QND
Hamiltonian that achieves enhanced adiabaticity from a
mechanism that, remarkably, is entirely coherent. We re-
fer to this mechanism as energy rescaling since, roughly
speaking, an effective widening of energy gaps in the sys-
tem Hamiltonian is the key and it is achieved due to the
energy added by coupling to the meter. The mechanism
arises from the necessary condition that the interaction
between system and meter creates dephasing, namely to
commute with the system Hamiltonian. We show analyti-
cally and confirm numerically that:

1. dephasing-generating protocols change the spectral
range of the system;

2. the maximal speedup of a dephasing-generating pro-
tocol is achieved when system and meter are at all
times in a separable state;

3. the achievable speedup is linearly proportional to the
interaction strength between system and meter, in
both the adiabatic and non-adiabatic regimes.

Given the fact that our protocol does not necessarily gener-
ate correlations between system and meter, strictly speak-
ing the labelling “dephasing” is improper. Nevertheless, a
typical QND protocol reduces to our model when the en-
ergy of the QND coupling exceeds the meter eigenenergy.
We therefore refer to our protocols as “QND-like”. In the
limit of the QND coupling being much larger than the me-
ter eigenenergy, our results show that the QND coupling
effectively induces a pure energy rescaling. The corre-
sponding protocol provides a speedup in terms of an over-
all factor scaling the time of the adiabatic transition. Our
findings highlight some aspects of the counter-intuitive na-
ture of engineered dephasing. We also provide analytical
guarantees for the rate of speedup that our protocols can
achieve in quantum annealing scenarios.

The remainder of paper is structured as follows: We
shortly review quantum annealing and introduce our pro-
tocol in Sec. 2. In Sec. 3, we show that our protocol can
induce pure dephasing, but also induces energy rescaling,
and demonstrate that the latter effect is the cause of en-
hanced adiabaticity. We derive an upper bound on the
speedup due to the enhanced adiabaticity in Sec. 3. In
Sec. 4 we establish that our protocol leads to a linear speed

up regardless of whether we are in the adiabatic or non-
adiabatic regime. In Section 5, we discuss requirements
for realizing the QND-like protocol for quantum annealing
applications, introduce a simplified protocol with fewer
types of physical interactions, and determine the perfor-
mance with a numerical benchmark. Finally, we conclude
our results in Sec. 6.

2 Quantum annealing, dephasing, and
quantum non-demolition
We begin by introducing the general class of problems that
will be the focus of this work and briefly review the QND-
type proposal of Ref. [12]. In the context of combinato-
rial optimization, QA is usually used to find solutions to
a problem called Quadratic Unconstrained Binary Opti-
mization (QUBO), relevant in finance, logistics, machine
learning, and other fields, and is an NP-hard problem [44].
Furthermore, there are ways to express some other NP-
hard problems, e.g. vertex cover, MAXCUT, and graph
colouring, as QUBO problems [44] and it is possible to
transform optimization problems into this form in an au-
tomated way [45]. The problem is the following: given
N binary variables xi : xi ∈ {0, 1}, and an N × N real
matrix Q, find the {xi} corresponding to the extremum of

y(x) =
N∑

i=1

N∑
j=1

Qijxixj . (1)

With a simple substitution of rescaled variables, zi =
2xi − 1 ∈ {−1, 1}, one can quickly see that the solution
to a QUBO problem corresponds to the ground state of an
Ising Hamiltonian [44],

HI =
∑

ij

Jijσ
i
zσ

j
z +

∑
i

hiσ
i
z , (2)

where the coefficients Jij = Qij/4 and hi =
∑

j Qij/2
are found from the problem matrix, Q. Finding the ground
state is precisely the goal of QA, and it is done by first
preparing the system in the ground state of a simpler trans-
verse field Hamiltonian, HT =

∑
i σ

i
x, e.g. by cooling,

which is subsequently evolved under the time dependent
Hamiltonian,

H(t) = (1 − f(t))HT + f(t)HI , (3)

where f(t) is some switching function satisfying f(0)=0
and f(tfinal) = 1. Then, for a slow enough evolution,
the system will stay in its ground state by the adiabatic
theorem, and thus measuring it at the end of the protocol
will yield the solution to the QUBO problem.

To prevent diabatic transitions, i.e., transitions out of the
instantaneous ground state, dephasing can be added to the
system dynamics. Dephasing refers to the decay of the
off-diagonal elements of the density matrix, i.e. the coher-
ences. This definition is, of course, basis-dependent. In
the following (and as is common), we shall refer to de-
phasing with respect to the instantaneous eigenbasis of the
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system, i.e., the time-dependent basis that diagonalises the
system Hamiltonian at every instant in time.

Intuitively, one can think of the adibaticity enhancement
caused by dephasing by noting that diabatic transitions
create superpositions between the ground state and some
excited state(s). The superposition results in coherences
in the density matrix. Since dephasing causes these coher-
ences to decay, it can also suppress them from forming,
thus maintaining the system in its ground state. Another
way to think about the effect of dephasing is through the
analogy to the quantum Zeno effect [46]. It refers to fre-
quent repeated measurements “freezing” the system in an
eigenstate of a possibly time dependent observable; in our
case, the energy of the system. Dephasing is the time-
continuous version of a quantum measurement and is thus
capable of freezing a system in its eigenstate for suffi-
ciently strong dephasing rates.

Engineering such dissipation is highly non-trivial as it
must operate in a time-dependent basis that coincides, at
all times, with the energy eigenbasis of the system. One
way to achieve this to couple the system to an auxiliary
system, a quantum meter, through an interaction that com-
mutes with the system Hamiltonian at all times. No en-
ergy can be exchanged between system and meter, and
therefore only coherences in the system eigenbasis are im-
pacted, while populations remain unaffected. This can
be implemented with a QND protocol [12], where the
system-meter interaction replicates the system Hamilto-
nian,Hint(t) = HS(t)⊗XM for some operatorXM in the
meter Hilbert space, similar to a QND Hamiltonian [43].
The total Hamiltonian of system and meter is then

H(t) = HS(t) ⊗ 1+HS(t) ⊗XM + 1⊗HM , (4)

where HM is the inherent Hamiltonian of the meter.

The QND protocol and its performance were analysed
numerically [12] and analytically [13] for the particular
case where the meter is a harmonic oscillator that itself is
coupled to a thermal reservoir and the system is a qubit.
It was shown that this kind of protocol does not provide
a speedup in terms of computational complexity with re-
spect to coherent, adiabatic transitions [13]. Numerical
simulations, nevertheless, indicated a speedup of the dy-
namics by increasing the strength of the coupling with
the meter [13]. The asymptotic acceleration scaled lin-
early with the coupling, indicating a speedup in terms of
an overall, constant factor scaling the time. Here, we as-
sess the speedup by considering a solvable model, where
the QND coupling Hamiltonian commutes with the instan-
taneous Hamiltonian. This model reproduces the dynam-
ics of Eq. (4) for large QND couplings, when H(t) ≈
HS(t) ⊗ XM , and its predictions shed light onto this
asymptotic limit.

3 Dephasing and energy rescaling
mechanisms
We now consider a QND-like protocol that can induce
an effective dephasing on the system, and show that the
speedup it achieves is an overall global factor rescaling
the time.

3.1 Dephasing
We consider a simple example using a qubit meter and
in what follows show that the our protocol results in de-
phasing for the system. Suppose the meter is initialised in
|+⟩ = 1√

2 (|0⟩ + |1⟩), where σz |0⟩ = |0⟩ and σz |1⟩ =
− |1⟩ and we set XM = x0σz , HM = 0 but keep the
HS(t) general for the purposes of the derivation. Here, x0
is a real number scaling the strength of the QND coupling.
The total Hamiltonian is then

H(t) = HS(t) ⊗ 1+ x0HS(t) ⊗ σz , (5)
= (1 + x0)HS(t) ⊗ |0⟩ ⟨0| + (1 − x0)HS(t) ⊗ |1⟩ ⟨1| .

The time evolution operator for this Hamiltonian, U(t), is

U(t) = U
[1+x0]
QND (t) ⊗ |0⟩ ⟨0| +U

[1−x0]
QND (t) ⊗ |1⟩ ⟨1| , (6)

where U [1±x0]
QND (t) denotes the time evolution operator for

a rescaled system Hamiltonian (1 ± x0)HS(t) (with the
rescaling coming from, as far as the system is concerned,
a QND-type coupling, hence the subscript), i.e.,

d

dt
U

[x]
QND(t) = ixHS(t)U [x]

QND(t), (7)

where x = 1 ± x0. Suppose that system and meter are
initially in the separable state ρS(0) ⊗ |+⟩ ⟨+|. We now
perform a Kraus decomposition by tracing out the me-
ter. Since the meter density matrix has only one non-zero
eigenstate |+⟩, there are only two non-zero Kraus opera-
tors,

K++(t) = 1√
2

(
U

[1+x0]
QND (t) + U

[1−x0]
QND (t)

)
,(8a)

K−+(t) = 1√
2

(
U

[1+x0]
QND (t) − U

[1−x0]
QND (t)

)
.(8b)

The system density matrix is then given by

ρS(t) = K++(t)ρS(0)K†
++(t) +K−+(t)ρS(0)K†

−+(t) .
(9)

Substituting with Eqs. (8) and simplifying, we obtain

ρS(t) = 1
2U

[1+x0]
QND (t)ρS(0)

(
U

[1+x0]
QND (t)

)†
(10)

+1
2U

[1−x0]
QND (t)ρS(0)

(
U

[1−x0]
QND (t)

)†
.

Equation (10) implies that half of the initial state evolves
under (1 + x0)HS(t), while the other half evolves under
(1 − x0)HS(t), and then the two results are superposed:

d

dt
ρS(t) = 1

2
d

dt
ρ

[1+x0]
S (t) + 1

2
d

dt
ρ

[1−x0]
S (t) , (11)
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where ρ[1±x0]
S (t) is the density matrix of a system evolving

under (1±x0)HS(t). In Appendix A we show that we can
rewrite Eq. (11) in the instantaneous eigenbasis of HS(t)
which results in the expression

d

dt
(ρS(t))mn = −i ([HS(t), ρS(t)])mn + ix0

2 (Em(t) − En(t))
(

(ρ[1+x0]
S (t))mn − (ρ[1−x0]

S (t))mn

)
. (12)

From Eq. (12), it is evident that the interaction with the
meter yields a correction in the density matrix evolution
that, to first order, only affects the off-diagonal elements
in the instantaneous eigenbasis due to the (Em − En)
term. This correction could either increase or decrease
the off-diagonal elements (i.e. the coherences), but since
the coherence of a pure state is already maximal, only the
latter effect is possible. This means that coherences are
suppressed i.e. dephasing is induced. Furthermore, since
we have shown this through an exact Kraus decomposi-
tion, the result also holds for strong interactions, fast (non-
adiabatic) evolutions of the system, and in the presence of
non-Markovian effects.

The above illustrates that the QND coupling induces
pure dephasing in the instantaneous basis of the meter.
In what follows we determine the strength and time-
dependence of the dephasing rate. It is therefore informa-
tive to consider an example setting, allowing to determine
the strength and time-dependence of dephasing numeri-
cally. We consider the Landau-Zener (LZ) Hamiltonian
for a single qubit as in Ref. [12],

HS(t) = HLZ(t) = vt

2 σz + g

2σx , (13)

where the meter is coupled to the system via Hint =
HS(t) ⊗ σz and we set HM = 0 here for simplicity. We
initialise system and meter in |+⟩ ⊗ |+⟩, such that the sys-
tem starts in a uniform superposition of ground and excited
states. We linearly ramp the system from t = −10/v to
t = +10/v with v = g = 1, trace out the meter and plot,
in Fig. 1(a), the magnitude of the coherence of the density
matrix element, ρ01(t), as a function of time. Compar-
ing it to the case where the meter is absent, Hint = 0, we
observe a speed up of the oscillation of the coherence in
the instantaneous basis, as well as an increase of the oscil-
lation amplitude. Averaging over time gives rise to a net
reduction of the coherence with respect to the dynamics in
the absence of the meter, indicating that the meter induces
a sort of dephasing on the qubit’s dynamics.

3.2 Energy rescaling
A natural generalization is to consider any interaction
YS(t) ⊗XM that commutes with the system Hamiltonian
at all times, [YS(t), HS(t)] = 0. In fact, every interaction
that induces pure dephasing in the system eigenbasis is of
this form. More specifically, any interaction that does not
satisfy the commutation relation also induces relaxation
in the system eigenbasis, for the following reason: Given
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Figure 1: (a) Magnitude of coherence as a function of time,
with a quantum meter (QND-like protocol) and without it
(coherent protocol). The system, evolving under the Landau-
Zener Hamiltonian, is initialised in a uniform superposition of
instantaneous ground and first excited state, and the magni-
tude of the coherence between them is plotted against time;
the periodic suppression of coherence indicates dephasing
created by our protocol. (b) Energy spectra for the bare LZ
model (no meter, red) and QND-like protocol (with meter,
dot-dashed blue) which shows the energy rescaling induced
by coupling to the meter. For comparison we also show the
behavior of the energy spectrum when counterdiabatic con-
trol [35, 47] is employed (black, dashed). We fix T = 5,
x0 = 2, and g = 1.
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the eigenbasis of HS(t), {|ψi(t)⟩}, the interaction can be
written as ∑

ij

Yij(t) |ψi(t)⟩ ⟨ψj(t)|

 ⊗XM .

If [YS(t), HS(t)] , 0, then there exists a matrix element
Ymn(t) , 0 for m , n. However, this implies that that the
mth and nth eigenstates are coupled by YS(t), and there-
fore after tracing out the meter one would in general obtain
relaxation between these eigenstates.

The commuting property leads to another relevant
mechanism. Since the system Hamiltonian commutes with
the interaction, they can be simultaneously diagonalised.
Therefore, there exists a particular eigenbasis of the sys-
tem {|ψi(t)⟩}, where one can write the total Hamiltonian
as

H(t) =
∑

i

|ψi(t)⟩ ⟨ψi(t)|⊗(Ei(t)1+yi(t)XM ) , (14)

where yi(t) is the eigenvalue of YS(t) corresponding to
|ψi(t)⟩ and for simplicity we have assumed HM = 0
and remark that this condition will be relaxed in Sec 4.
Let {|mj⟩} be the eigenbasis of XM with corresponding
eigenvalues {mj}. We can write the total Hamiltonian in
a doubly block-diagonal form,

H(t) =
∑
i,j

(Ei(t)+yi(t)mj) |ψi(t)⟩ ⟨ψi(t)|⊗|mj⟩ ⟨mj | .

(15)
The time evolution operator can then be written as

U(t) =
∑

j

U
[j]
R (t) ⊗ |mj⟩ ⟨mj | , (16)

where U [j]
R (t) is the rescaled time evolution operator, de-

fined as the time evolution operator corresponding to the
rescaled Hamiltonian, H [j]

R (t),

d

dt
U

[j]
R (t) = iH

[j]
R (t)U [j]

R (t) , (17)

with

H
[j]
R (t) =

∑
i

(Ei(t) + yi(t)mj) |ψi(t)⟩ ⟨ψi(t)| . (18)

This is simply a more general version of the rescaled
Hamiltonian introduced in Sec. 2 which is recovered
by setting YS(t) = x0HS(t). If system and meter
are initialised in a product state, ρS(0) ⊗ ρM (0), us-
ing Eq. (16) we can perform a Kraus decomposition
and obtain the evolution of the system alone, ρS(t) =∑

j Kj(t)ρS(0)K†
j (t), where

Kj(t) =
√

⟨mj | ρM (0) |mj⟩U [j]
R (t). (19)

The evolution of the reduced density matrix for the sys-
tem is now readily understood: ρS(0) gets split up

into dim(XM ) parts, corresponding to every eigenstate
of XM , weighted by its overlap with the initial state,
⟨mj | ρM (0) |mj⟩. For every eigenstate, each part is
evolved under the corresponding rescaled Hamiltonian
H

[j]
R (t), and finally, the parts are added back up to yield

ρS(t). Having written explicitly the time evolution, the
effect of the interaction becomes clear; it shifts the ener-
gies of the eigenstates of HS(t). As a result, this affects
the rate of diabatic transitions from the ground state and
therefore the fidelity of the annealing protocol. If the in-
teraction increases the gap between the ground state and
another eigenstate transitions are suppressed, while if the
interaction reduces the gap they are enhanced.

Through the perspective of shifting energies of instanta-
neous eigenstates, the utility of our QND-like protocol can
be more thoroughly understood. It is a specific case of pro-
tocols with YS(t)=HS(t); then, yi(t)=Ei(t) and the en-
ergy gaps are rescaled. In other words, if the meter is ini-
tialised in an eigenstate of XM with a positive eigenvalue
mj >0, the energy gaps between every pair of eigenstates
ofHS(t) are enlarged by a factor of 1+mj . The larger this
factor is, the more diabatic transitions out of the ground
state are suppressed. One could try to engineer an inter-
action designed specifically to enlarge the gap between
the instantaneous ground and first excited states, for in-
stance, YS(t) = ∆E(t)(|ψ1(t)⟩ ⟨ψ1(t)|−|ψ0(t)⟩ ⟨ψ0(t)|).
Indeed, this is essentially how counterdiabatic protocols
achieve their speedup [35]. For comparison in Fig. 1(b) we
show the energy spectra for the bare LZ (red), the QND-
like approach proposed in this work (dot-dashed, blue) and
the case of control achieved via a counterdiabatic Hamilto-
nian (dashed, black) [35, 47] for the same linear protocol
as used in panel (a). It should be immediately apparent
that our approach maintains the qualitative spectral fea-
tures of the bare model. While clearly both our QND-like
and counterdiabatic approaches achieve a finite time adi-
abatic dynamics by suitably adjusting the spectral proper-
ties of the model, the manner in which this is performed is
markedly different. An important distinction between the
two settings is that the spectral adjustments necessary for
counterdiabatic driving require knowing the exact eigen-
states and eigenvalues of the system Hamiltonian. How-
ever, in an annealing scenario, the eigenstates and eigen-
values of the system Hamiltonian are not known a pri-
ori, as otherwise the solution to the optimization problem
at hand would already be available. Clearly, this limits
the applicability of certain STA approaches to QA type
problems (we will discuss this in more detail in Sec. 5.3).
Therefore, in what follows we focus on the properties of
the QND-like protocol, as it is the simplest dephasing pro-
tocol that is both useful, insofar as it is guaranteed to in-
crease the energy gaps, and computationally feasible as
it does not require explicit prior knowledge of the eigen-
states of HS(t).

With energy rescaling in mind, we can easily identify
the optimal initial meter state ρM (0) to maximise speedup
of the our protocol—one should pick an eigenstate of XM

with maximal eigenvalue since this will maximise the en-
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ergy rescaling factor (1 + mj) and, thus, suppresses dia-
batic transitions by the largest extent. For HM = 0 this
choice of ρM (0) leads to completely unitary dynamics, as
there would be only one non-zero Kraus operator. Re-
markably, this implies that the optimal regime of these
protocols corresponds to one without any dephasing what-
soever.

4 Quantifying the speedup
Having gained insight into the speedup provided by our
QND-like protocol, we now seek to quantify it. Follow-
ing [48], we ensure adiabaticity by replacing Htot(t) with
Htot(s(t)), where s(t) is defined as the function slowing
down the evolution of Htot(t) in such a way that it is lo-
cally adiabatic at all times. Quantitatively, this means that
the protocol will stay adiabatic up to an error of ϵ2, pro-
vided

ds

dt

|M |
g2(t) ≤ ϵ. (20)

Here, M is the matrix element of Ḣtot(s(t)) =
ḢS(s(t))⊗(1+XM ) connecting the instantaneous ground
state and another instantaneous eigenstate, which is the
lowest lying eigenstate for which M is non-zero, and g(t)
is the energy gap between those two states. Consider the
case when XM and HM commute (which evidently holds
when HM = 0) and the meter is initialised in |mi⟩, an
eigenstate of XM and therefore also HM . If the system is
adiabatic, the state will remain (up to a phase factor) equal
to |ψ0(t)⟩ ⊗ |mi⟩. Since Ḣtot(s) = Ḣs(s) ⊗ (1 + XM )
is diagonal in the eigenbasis of XM and HM , it will only
connect states with the same meter eigenstate. Therefore
M connects |ψ0(t)⟩ ⊗ |mi⟩ and |ψ1(t)⟩ ⊗ |mi⟩:

M = [⟨ψ0(t)| ⊗ ⟨mi|]Ḣtot(s(t))[|ψ1(t)⟩ ⊗ |mi⟩]
= ⟨ψ0(t)| Ḣs(s(t)) |ψ1(t)⟩ ⟨mi| (1+XM ) |mi⟩
= (1 +mi) ⟨ψ0(t)| Ḣs(s(t)) |ψ1(t)⟩ ,

(21)

where XM |mi⟩ = mi |mi⟩. Hence, g(t) is simply
(1 + mi)(E1(t) − E0(t)), which cancels the (1 + mi)
term in the numerator of Eq. (20) and the adiabaticity fac-
tor |M |

g2(t) is consequently reduced by (1 + mi). This im-
plies that the annealing time is reduced by the same factor
when compared to the coherent case without coupling to
the meter. Thus, under the assumption [XM , HM ] = 0,
a fully adiabatic annealing schedule can be implemented
with a speedup of at most 1 + mmax, where mmax is the
maximal eigenvalue of XM .

We now numerically test the validity of this result out-
side the adiabatic regime. To this end, we pick two ex-
ample systems: a qubit evolving under the Landau-Zener
Hamiltonian Eq. (13) and a qubit array with N = 3 un-
dergoing an annealing schedule Eq. (3) to find the ground
state of an Ising Hamiltonian Eq. (2) with uniformly ran-
dom parameters Jij ∈ [0, 1] and hi ∈ [0, 1]. In both cases,
the meter is a qubit with inherent Hamiltonian HM =ωσx
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Figure 2: Fidelity of our QND-like protocol for two example
system Hamiltonians HS(t), calculated for various annealing
durations, T , and system-meter interaction strengths, x0,
(with XM = x0σz, HM = 0). Dashed lines show examples
of T (1 + x0) = const. The lines perfectly follow regions of
constant fidelity even when the fidelity is low, i.e., in the non-
adiabatic regime, indicating the same scaling of the speedup
with system-meter interaction as proven for the adiabatic
regime. (a) system is a qubit evolving under Landau-Zener
Hamiltonian (Eq. (13) with g = 1). (b) system is an array
of N = 3 qubits evolving under Eq. (3) with Hf set to be
the Ising Hamiltonian (Eq. (2)).

and is coupled to the system via Hint = x0HS(t) ⊗ σz .
We initialise the meter in |0⟩, which we remind is the
eigenstate of σz corresponding to eigenvalue 1, such that
it induces positive energy rescaling. The system is in its
ground state, and propagates for an annealing duration T .
The initial and final Hamiltonians should be independent
of T . For the single-qubit case, this is achieved by lin-
early ramping the system from t= −10/v to t= +10/v,
such that T = 20/v; while for the qubit array case this is
guaranteed automatically from the form of Eq. (3) for the
considered linear protocol f(t) = t/T . We determine the
success of the protocol by calculating the fidelity between
the actual (target) ground state of the system and the state
at the end of the protocol, F = | ⟨ψ0(T )|ψ(T )⟩|2.

Figure 2 displays the fidelity as a function of proto-
col duration T and system-meter interaction strength x0,
where we fix ω = 0 and therefore HM = 0, such that
[XM , HM ] = 0 for both considered systems. We observe
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Figure 3: Final fidelity, (we show I = 1 − F), between
final state from the QND-like protocol with target ground
state of HS(tf ) for various values of system-meter coupling
strengths x0 (data points). The lines show the predicted LZ
fidelity [49, 50, 51] demonstrating perfect agreement when
the total protocol duration is re-scaled from T → T (1 + x0)
which is equivalent to an energy rescaling for the LZ model.

that for any value of T , the fidelity for x0 = 0 is the same
as for T ′ =T (1 + x0). In other words, the fidelity is con-
stant along the line T (1 + x0), examples of which are de-
lineated by the white dashed lines in Fig. 2. This is also
true when the value of the fidelity is appreciably lower than
one, i.e. in the non-adiabatic regime, thus demonstrating
that the same speedup is achieved even when going faster
than adiabatically.

For the two-level case, we can readily demonstrate the
validity of the above claim in the non-adiabatic regime by
considering the well known LZ formula [49, 50, 51],

I = 1 − F = exp
[
−π (g/2)2

v/2

]
(22)

which predicts the fidelity of the evolved state with the
adiabatic state for a finite time ramp. Due to the simplicity
of the LZ model, the energy rescaling can equivalently be
thought of as a rescaling of the effective timescale of the
drive. In Fig. 3 we consider the same protocol for the LZ
as previously, i.e. the system is evolved from t= −10/v
to t = +10/v with v = 20/T and show that the QND-
like protocol gives precisely the expected LZ scaling of
the final state fidelity when T is transformed according to
T → T (1+x0), thus showing that the linear enhancement
in speed up is achieved regardless of how fast the system
is being driven.

Having provided evidence for the validity of our result
beyond the adiabatic limit when XM and HM commute,
we now conjecture that 1 + mmax is an upper bound for
the achievable speedup also in the non-commuting case,
[XM , HM ] , 0. The intuition follows since if the me-
ter is initialised in its optimal state, i.e. the eigenstate of
XM with maximal eigenvalue, then the presence of a me-
ter Hamiltonian HM which does not commute with XM

will kick the meter out of this state, leading to a smaller
energy rescaling effect. To evaluate the effect of the non-
commuting meter Hamiltonian, we use the same two ex-
ample systems and, fixing x0 = 1, scan over different val-

(a)
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(b)

-0.20

-0.15

-0.10

-0.05

0

Figure 4: Fidelity difference between the QND-like protocols
with HM = 0 and HM = ωσx, as a function of protocol du-
ration T and strength ω of the meter Hamiltonian. The larger
the value of ω, the higher the magnitude of [XM , HM ]. The
fidelity difference is always negative, indicating the speedup
of the non-commuting case to be upper bounded by the com-
muting case. (a) System is a qubit evolving under Landau-
Zener Hamiltonian (Eq. (13) with g = 1). (b) system is an
array of N = 3 qubits evolving under Eq. (3) with Hf set to
be the Ising Hamiltonian (Eq. (2)). In both panels we fix the
system meter coupling such that x0 = 1.

ues of ω and T . For each T , we calculate the difference
in fidelity between a protocol with a finite ω and the pro-
tocol with ω = 0. In other words, we plot the quantity
q(T, ω) − q(T, 0), where q is the protocol fidelity. The
result is shown in Fig. 4. We find that for all protocol du-
rations (both long enough to be in the adiabatic regime, as
well as so short as to be in the non-adiabatic regime), the
fidelity for ω,0 is lower than that for ω=0. This supports
the claim that the bound to the speedup holds also when a
non-commuting meter Hamiltonian is present.

In summary, we have shown that in the adiabatic regime
with [XM , HM ] = 0, the maximum speedup achievable
with our protocol is 1 +mmax, where mmax is the maxi-
mal eigenvalue of XM , the meter part of the system-meter
interaction, and we have provided numerical evidence that
this speedup bound holds even when both assumptions of
adiabaticity and commutativity are relaxed.
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5 Application to quantum annealing
5.1 Time-to-solution benchmark
Time-to-solution is a widely used figure of merit in solving
optimization problems with quantum annealing because
it addresses the trade-off between annealing duration and
success probability. Since solutions to combinatorial opti-
mization problems are usually hard to find, but easy to ver-
ify, an algorithm that outputs the correct solution with any
finite probability is sufficient, as it can then be repeated
until the correct solution is obtained at least once. There-
fore, one can either run the algorithm once with a large
annealing duration T and high probability of obtaining the
correct result after one run, psingle(T ), or run it many times
for smaller values of T , as well as anything in between
the two extremes. Then, the time-to-solution (TTS), T , is
defined as

Tp = min
T

T
log(1 − p)

log(1 − psingle(T )) , (23)

and quantifies the expected total time required to obtain
the correct solution (or a particular correct solution when
degeneracy is present) with probability p, minimized over
different values of T . In what follows we set p = 0.95
without loss of generality.

We expect that the TTS speedup, defined as the ratio of
the TTS for the QND-like protocol and the TTS for the co-
herent protocol, should scale exactly the same as for a sin-
gle annealing schedule, discussed in Sec. 4, i.e. it should
be equal to 1 + m, where XM |m⟩ = m |m⟩, and |m⟩
is the initial meter state. This is because pQND

single(T ) =
pcoherent

single ((1 +m)T ), as demonstrated in Sec. 4, therefore

T QND
p

T coh
p

= minT T/ log(1 − psingle(T ))
minT T/ log(1 − psingle((1 +m)T )))(24)

= 1
1 +m

minT T/ log(1 − psingle(T ))
minT ′ T ′/ log(1 − psingle(T ′))

= 1
1 +m

,

where T ′ = (1 + m)T . We verify this result numerically
in Fig. 5(a). We fix HS(t) from Eq. (3) with Hf set to
be an Ising Hamiltonian, Eq. (2), with uniformly random
parameters Jij ∈ [0, 1] and hi ∈ [0, 1]. We also setHM =0,
XM = x0σz , and ρM (0) = |0⟩ ⟨0| and therefore from
Eq. (24) expect a speed up of 1/(1+x0). We use x0 = 2.0
which corresponds to the near optimal interaction strength
value for a QND-like protocol where the allowed interac-
tions are constrained such that difficult to realise terms are
omitted, as discussed in the following subsection 5.2 and
whose performance is also shown in Figure 5(a). We cal-
culate the TTS ratio for n=100 instances of random Ising
Hamiltonians, plotting their average as a function of prob-
lem size, which is defined by the number of qubits, N , in
the system. For the minimization over T that is required in
Eq. (23) we use nT =10 values of T which we determine
using the method outlined in Appendix B. We observe that
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Figure 5: (a) Averaged relative speedup in time-to-solution,
Eq. (24), as a function of qubit number. For each problem
size, the QND-like and constrained QND-like protocols are
used to find ground states of n = 100 instances of random
Ising Hamiltonians and we take the coupling strength with
the meter to be x0 = 2. The QND-like protocol reaches the
predicted TTS ratio of 1/(1+x0) = 0.33 (dashed green line).
(b,c) Average fidelity of the constrained QND-like protocol,
as a function of system-meter interaction strength x0, for
different problem sizes (numbers of qubits), where we show
even sizes in (b) and odd sizes in (c). For every problem
size (number of system qubits), we run the protocol for n=
100 different instances of random Ising Hamiltonians, and
compute the average fidelity. In both panels the meter has
XM = x0σz and HM = 0.

for N > 3 qubits, the speedup matches the derived result
1/(1 + x0) = 0.33 and we remark that for N < 4 the ob-
served deviations are likely due to the finite sampling of T
in the minimization. For small systems, the higher occur-
rence of multiple avoided crossings with equal energy gap
in the spectrum can lead to a poor choice for the annealing
duration determined in Appendix B.

5.2 Constrained QND-like protocol

If we consider the types of interactions needed to imple-
ment our protocol, Eq. (4), for solving QUBO problems
as in the previous subsection, we find that for XM = σz ,
one has to implement Hamiltonian terms σxσz , σzσz and
σzσzσz in a simultaneous and time-dependent manner.
Here we ask if one can recover the performance of the
QND-like protocol with a more limited set of physical in-
teractions.
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In the context of quantum annealing, the system Hamil-
tonian HS(t) that appears in our protocol has the form

HS(t) = (1 − f(t))Hi + f(t)Hf (25)

such that the ground state of Hf encodes the problem so-
lution. The constrained QND-like protocol is obtained by
picking an interaction Hamiltonian Hint(t) = f(t)Hf ⊗
XM instead ofHint(t) = HS(t)⊗XM , such that only the
problem Hamiltonian is coupled to the meter. As a result,
fewer types of interactions need to be implemented. For
example, in the aforementioned QUBO case, one would
“only” need to implement σzσz and σzσzσz terms, omit-
ting the σxσz term. The simplification comes at the cost
that the interaction does not commute with the system
Hamiltonian and therefore induces relaxation in addition
to the energy rescaling. In Appendix C we furthermore
consider decomposing the σzσzσz term, as proposed in
Ref. [52]; however, such a decomposition comes with a
quadratic overhead in number of ancilla qubits. While
there have been some proposals for engineering three-
body interactions in quantum computers and quantum sim-
ulators [53, 54], such interactions are typically weak. As
a result, only a modest speedup can be expected, due to
the linear dependence between speedup and interaction
strength.

Since the unintended relaxation results in a more com-
plex dynamics, we restrict to investigating the impact of
the constrained protocol numerically. First, we study how
its performance depends on the interaction strength, x0.
We again consider n = 100 instances of random Ising
Hamiltonians for each problem size and plot the average
fidelity, F , as a function of x0 in Fig. 5(b,c). We pick the
annealing duration for each random Ising Hamiltonian in-
stance separately again employing the method outlined in
Appendix B. The data suggests that the fidelity improve-
ment plateaus (importantly, not to 1) as a function of inter-
action strength at x0 ≈ 2.0, for all problem sizes consid-
ered 1. This is in stark contrast to the full QND-like pro-
tocol, where a close to unit fidelity can always be reached
by ramping up the interaction strength with the observed
speedup scaling linearly. We suspect that the discrepancy
arises because in the constrained QND-like protocol the
unwanted relaxation becomes stronger in tandem with the
desired energy rescaling effects as x0 is increased.

Having established how the speedup depends on the in-
teraction strength, we fix x0 =2.0 and, just as for the ideal
QND-like protocol, evaluate the TTS ratio averaged over
n=100 instances as a function of problem size. The result
of the simulations is shown by the top-most (blue) curve
in Figure 5(a). This suggests that the contrained QND-
like protocol has a significantly more limited performance,
since for the ideal QND-like protocol, the speedup could
be enhanced by an indefinite amount by ramping up the

1We note that this optimal value of interaction strength is
specific to our choice of parameters and expect that changes
in e.g. the time-to-solution cutoff and/or choice of interactions
to include in the constrained protocol, will have a non-trivial
impact on this value.

interaction strength; this appears not to be the case for the
constrained QND-like protocol.

5.3 Comparison with other control strategies

The basic mechanism by which the QND-like protocols
achieve a speedup shares some qualitative similarity with
other control techniques. As shown explicitly for the
LZ model in Fig. 1(b), counterdiabatic driving achieves
a speedup by changing the energy gaps in system; how-
ever, it does so in a very different manner to the proto-
col discussed here. While counterdiabatic approaches can
be effective on, in principle, arbitrarily short time scales,
this comes at the expense of needing to know the pre-
cise eigenstates of the controlled system. Moreover, it
can lead to significant energetic costs in implementing the
control [47, 55, 56]. Evidently then, this renders the di-
rect application of such STA techniques ill-suited for QA
problems. Recently, there have been efforts to alleviate the
requirement of knowing the (time-dependent) eigenstates
by exploiting a variational approach [57] whose applica-
bility can be further augmented with the use of optimal
control [36, 37] or Floquet engineering techniques [58].
This has opened the possibility to leverage counterdia-
batic techniques for QA problems, showing some signif-
icant promise [59, 60, 61, 29, 30, 62]. It remains to be
understood how such counterdiabatic techniques perform
in QUBO-type problems where the coupling strengths in
Eq. (3) are random. While for uniform couplings, signif-
icant enhancements toward adiabaticity can be achieved
even in the case of constrained control terms [37, 62], for
more complex settings the relevance of difficult to realise
N -body control terms tends to grow [63]. Thus, a benefit
of our protocol is that it can be achieved with access to
two- and three-body interaction terms only, although this
necessitates the introduction of an additional auxiliary sys-
tem (the meter).

The QND-inspired protocol we propose is also com-
plementary to these STA-type approaches in another im-
portant manner. Our protocol is based on an effective
open system dynamics, whereas the STA approaches men-
tioned previously generally assume a closed unitary dy-
namics. Some STA schemes have been implemented with
an auxilary system playing the role of a tunable environ-
ment [64, 65], however, these protocols require entangle-
ment to be generated between the system and environ-
ment, in contrast to the protocol proposed here. A benefit
of our protocol is the relative simplicity of the formula-
tion, where no dynamical optimisation of the coupling is
performed. The particular choice of which approach to
take, i.e., directly manipulate the system via counterdia-
batic techniques versus suitably engineer a dissipative dy-
namics or some combination of both, will naturally depend
on the specific architecture in question which ultimately
dictates the availability of the necessary time-dependent
interaction terms.
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6 Discussion and conclusions
We have investigated the speedups arising from, in prin-
ciple decohering, QND-like annealing protocols and have
demonstrated that, surprisingly, they arise from a coher-
ent energy rescaling mechanism. By leveraging the com-
muting property that QND-like protocols possess, we have
been able to derive, analytically and without any approxi-
mations, the speedup compared to the coherent annealing
protocol. Our approach is based on an exactly solvable
model which, while simple, might provide guidance for
other noise engineering protocols.

We have also established exact bounds for the achiev-
able speedup of our protocol for quantum annealing use
cases. We have found that the speedup over the coher-
ent protocol scales linearly with the interaction strength
between meter and system, and does not scale with the
problem size as captured by the number of qubits. On the
one hand, this means that the speedup does not plateau as
a function of the interaction strength. On the other hand,
since the speedup stays constant as a function of problem
size, it does not change the computational complexity of
the annealing problem - this is likely to be true for any
energy rescaling based quantum annealing protocols. It
is also worth noting that energy rescaling via coupling to
an auxiliary degree of freedom can also provide speed ups
for solving the systems of linear equations via adiabatic
quantum computing methods [66]. This suggests that our
analysis, in particular in view of simplifying the required
couplings between qubits and auxiliary degrees from free-
dom, may be relevant beyond QUBO problems. Moreover,
it points to the fact that spectral gap amplification [67] is
a simple but effective strategy that deserves to be explored
more generally.

Finally, from a practical, implementation-oriented point
of view, we have briefly discussed the experimental feasi-
bility of implementing our protocol while also alleviating
the experimental difficulties associated with it, that is, the
independent and time-dependent control of multiple σzσz ,
σzσx and σzσzσz terms. We have analysed a constrained
QND-like protocol which removes the necessity for the
σzσx term, indicating that there is a trade-off between per-
formance and ease of implementation.

Our protocol is effective precisely because the coupling
provides additional energy to the system and exactly mim-
ics the dynamics that would be obtained by a direct energy

rescaling of the original problem Hamiltonian in Eq. (3).
In future work, it would therefore be interesting to exam-
ine how such QND-like protocols perform when the max-
imum energy bandwidth is constrained to remain within
a given window. It will also be interesting to understand
precisely what are the physical mechanisms that allow var-
ious protocols achieve a speed up. Our protocol provides a
versatile starting point to address this issue, one in which
we can consider e.g. more complex, possibly many-body,
meters as well as various system-meter couplings, allow-
ing to establish the most relevant features that the control
protocol must admit in order for finite time adiabatic dy-
namics to be realised.
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Appendices

A Derivation of Eq. (12)
Here we demonstrate how to express Eq. (11) in the in-
stantaneous eigenbasis of HS(t). For this, we first con-
sider pure states and start from the Schrödinger equa-
tion for the amplitudes in the instantaneous eigenbasis of
(1 ± x0)HS(t), which is evidently the same eigenbasis as
HS(t). With |ψ(t)⟩ =

∑
m cm(t) |m(t)⟩, the amplitudes

evolve according to

d

dt
c[1±x0]

m (t) = −i(1 ± x0)Em(t)c[1±x0]
m (t) (26)

− ⟨m(t)|ṁ(t)⟩ c[1±x0]
m (t)

+
∑
n,m

(⟨m(t)|(1 ± x0) ˙HS(t)|n(t)⟩
(1 ± x0)(Em(t) − En(t)) c[1±x0]

n (t) .

Since (1 ± x0) cancels in the last term, it only appears in
the first (phase) term. We can use this to get a differential
equation for the density matrices via

d

dt
((ρ[1±x0]

S (t))mn) = d

dt
((c[1±x0]

m (t))∗c[1±x0]
n (t)) = c[1±x0]

n (t) d
dt

(c[1±x0]
m (t))∗ + (c[1±x0]

m (t))∗ d

dt
(c[1±x0]

n (t))(27)

= i(1 ± x0)(Em(t) − En(t)(ρ[1±x0]
S (t))mn − (⟨m(t)| ˙m(t)⟩ − ⟨n(t)| ˙n(t)⟩)(ρ[1±x0]

S (t))mn

+
∑
i,m

(⟨i(t)| ˙HS(t)|m(t)⟩
Em(t) − Ei(t)

(ρ[1±x0]
S (t))mi +

∑
j,n

(⟨n(t)| ˙HS(t)|j(t)⟩
En(t) − Ej(t) (ρ[1±x0]

S (t))jn .
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Inserting Eq. (27) into Eq. (11) and simplifying, we obtain

d

dt
((ρS(t))mn) = i(Em(t) − En(t))1

2((ρ[1+x0]
S (t))mn + (ρ[1−x0]

S (t))mn)

−(⟨m(t)| ˙m(t)⟩ − ⟨n(t)| ˙n(t)⟩)1
2((ρ[1+x0]

S (t))mn + (ρ[1−x0]
S (t))mn)

+
∑
i,m

(⟨i(t)| ˙HS(t)|m(t)⟩
Em(t) − Ei(t)

1
2((ρ[1+x0]

S (t))mi + (ρ[1−x0]
S (t))mi)

+
∑
j,n

(⟨n(t)| ˙HS(t)|j(t)⟩
En(t) − Ej(t)

1
2((ρ[1+x0]

S (t))jn + (ρ[1−x0]
S (t))jn)

+ ix0

2 (Em(t) − En(t))((ρ[1+x0]
S (t))mn − (ρ[1−x0]

S (t))mn). (28)

The first four lines exactly match the rate of change of a density matrix evolving under HS(t), with the last line as a
correction:

d

dt
(ρS(t))mn = −i ([HS(t), ρS(t)])mn + ix0

2 (Em(t) − En(t))
(

(ρ[1+x0]
S (t))mn − (ρ[1−x0]

S (t))mn

)
. (29)

B Choosing the annealing duration
In this appendix, we outline how we pick the annealing
duration for the parameter scan (Fig. 5(b,c)) and time-to-
solution scan (Fig. 5(a)). In both cases, the first step is
to determine an annealing duration that would lead to an
approximately 50% success probability. This is done with
a two step process. First, the protocol is run for a guess
duration Tguess and the success probability p is recorded.
Then, we perform a crude extrapolation for what the du-
ration should be to instead obtain p = 0.5, based on the
Landau-Zener tunneling formula, under which the infi-
delity decays exponentially with annealing time: 1 − p ∼
e−T . Thus, the extrapolated annealing time Text to reach
success probability of 50% with a coherent protocol is

Text = Tguess
log(1 − pguess)

log(1 − 0.5) . (30)

For the interaction strength scan, once Text is obtained, we
simply use this duration for different values of the interac-
tion strength x0. For the time-to-solution scan, Text acts as
the middle value (on a log scale) for all the annealing du-
ration values T used for the minimization over T : we pick
n = 10 different values evenly spaced on a log scale, from
0.1T to 10T . The Landau-Zener tunneling formula used
for the extrapolation is strictly only true if there is a single
avoided crossing. However, practically speaking, achiev-
ing exactly 50% success probability is not essential for ei-
ther the interaction strength scan or the time-to-solution
scan.

C Decomposing 3-body Hamiltonian
terms
While the QND-like protocol introduced in Sec. 5 pro-
duces a speedup compared to the coherent protocol, it

(as well as the constrained QND-like protocol) requires
individually tunable three-body σzσzσz couplings, which
are not widely accessible among present-day quantum de-
vices. In this section, we discuss a possible implementa-
tion of the these protocols that utilise a decomposition of
the three-body terms into experimentally accessible σzσz

and σz terms, introduced in Ref. [52].
The proposal recreates the ground state manifold of the

σzσzσz interaction, by connecting all 3 qubits participat-
ing in the interaction with a fourth ancilla qubit,

σ1
zσ

2
zσ

3
z ≃ σ1

zσ
2
z + σ2

zσ
3
z + σ1

zσ
3
z (31)

−
∑

i={1,2,3}

[2σi
zσ

a
z − σi

z] − 2σa
z ,

The ≃ sign is to be understood as follows: for each of
the four linearly independent ground states |ψ⟩ of the left-
hand side of the equation (|001⟩, |010⟩, |100⟩, and |111⟩),
there exists a corresponding ground state |ϕ⟩ of the right-
hand side of the equation, such that |ψ⟩ ⟨ψ| = Tra |ϕ⟩ ⟨ϕ|,
where the trace is over the ancilla qubit. When the final
state is measured, the annealing problem solution is ob-
tained simply by tracing out (in this case just ignoring)
the ancilla qubit. Furthermore, the gap to the first excited
states is the same for both sides of the equation, this means
that the decomposition should not increase the rate of dia-
batic transitions out of the ground state.

While the decomposition of the three-body interaction
is accessible to current quantum devices without addi-
tional experimental improvements, it imposes a qubit over-
head on the system due to the ancilla qubits needed. The
number of extra qubits is equal to the number of non-
zero Jij two-body couplings in the QUBO Hamiltonian;
if the “connectivity graph” of the QUBO problem is fully-
connected (i.e. every Jij term is non-zero), then the qubit
overhead grows quadratically with the number of logical
qubits.

We believe such an overhead is too restrictive for the
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dissipative protocol to scale well in its “decomposed”
form. We see more promise in experimentally achiev-
ing the necessary 3-body interactions for the problem.
Note that the required 3-body coupling need not be imple-
mented for every triplet of qubits - one of the three bodies
in the triplet is always the meter; instead of a qubit, it could
be a motional mode in an ion trap or an optical mode in a
cavity with neutral atoms.
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[3] B. Kraus, H. P. Büchler, S. Diehl, A. Kantian,
A. Micheli, and P. Zoller. “Preparation of entangled
states by quantum markov processes”. Phys. Rev. A
78, 042307 (2008).

[4] S. Diehl, A. Micheli, A. Kantian, B. Kraus, H. P.
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