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The angular momentum of molecules, or, equivalently, their rotation in three-dimensional space, is
ideally suited for quantum control. Molecular angular momentum is naturally quantized, time
evolution is governed by a well-known Hamiltonian with only a few accurately known parameters,
and transitions between rotational levels can be driven by external fields from various parts of the
electromagnetic spectrum. Control over the rotational motion can be exerted in one-, two-, and many-
body scenarios, thereby allowing one to probe Anderson localization, target stereoselectivity of
bimolecular reactions, or encode quantum information to name just a few examples. The
corresponding approaches to quantum control are pursued within separate, and typically disjoint,
subfields of physics, including ultrafast science, cold collisions, ultracold gases, quantum information
science, and condensed-matter physics. It is the purpose of this review to present the various control
phenomena, which all rely on the same underlying physics, within a unified framework. To this end,
recall the Hamiltonian for free rotations, assuming the rigid rotor approximation to be valid, and
summarize the different ways for a rotor to interact with external electromagnetic fields. These
interactions can be exploited for control—from achieving alignment, orientation, or laser cooling in a
one-body framework, steering bimolecular collisions, or realizing a quantum computer or quantum
simulator in the many-body setting.
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I. INTRODUCTION

Molecules, unlike atoms, are extended objects that possess a
number of different types ofmotion. In particular, the geometric
arrangement of their constituent atoms endows molecules with
the basic capability to rotate in three-dimensional space.
Rotations can couple to vibrations of the atomic nuclei as well
as to the orbital and spin angular momentum of the electrons.
The resulting complexity of the energy level structure
(Herzberg, 1989; Lefebvre-Brion and Field, 2004; Krems,
Stwalley, and Friedrich, 2009; Bunker and Jensen, 2012;
Lemeshko et al., 2013; Krems, 2018) may be daunting. It
offers, on the other hand, a variety of knobs for control and thus
is at the core of numerous applications, from the classic example
of the ammonia maser (Gordon, Zeiger, and Townes, 1955) all
the way to recent measurements of the electron’s electric dipole
moment in a cryogenic molecular beam of thorium monoxide
(The ACME Collaboration et al., 2014).
A key advantage of rotational degrees of freedom is that

they occupy the low-energy part of the energy spectrum.
Quantization of the rotational motion has been an early
hallmark of quantum mechanics due to its connection to
selection rules that govern all light-matter interactions (Zare,
1988). Nowadays, rotational states and rotational molecular
dynamics feature prominently in all active areas of atomic,
molecular, and optical (AMO) physics research as well as in
neighboring fields such as physical chemistry and quantum
information science. Control over the rotational motion is
crucial in one-, two-, and many-body scenarios. For example,
rotational state-selective excitation could pave the way toward
separating left- and right-handed enantiomers of chiral mol-
ecules (Eibenberger, Doyle, and Patterson, 2017; Pérez et al.,
2017). Still within the one-body scenario, molecular rotation
can serve as a test bed for a manifold of quantum phenomena
including Bloch oscillations (Floß and Averbukh, 2014; Floß
et al., 2015), Anderson localization (Bitter and Milner, 2016),
or quantum chaos (Bitter and Milner, 2017). Alignment and
orientation of molecules in space is another long-standing goal
in the quantum control of molecular rotation. Control over
alignment is by now well understood (Cai and Friedrich,
2001; Stapelfeldt and Seideman, 2003; Seideman and
Hamilton, 2005), and the choice of specific polarizations
has allowed one to extend it to two and three spatial

dimensions (Larsen et al., 2000; Korech et al., 2013;
Korobenko, Milner, and Milner, 2014; Karras, Ndong et al.,
2015). Molecular orientation is not yet at the same stage of
development, although use of terahertz radiation (Fleischer
et al., 2011; Babilotte et al., 2016) and two-color laser fields
(De et al., 2009) have recently boosted experimental progress.
While the dynamics leading to alignment and orientation

can be understood within the one-body scenario (Cai and
Friedrich, 2001; Stapelfeldt and Seideman, 2003; Seideman
and Hamilton, 2005), the main motivation for these efforts
was derived from the goal of stereoselectivity of chemical
reactions (Larsen, Wendt-Larsen, and Stapelfeldt, 1999)
which involve two-body interactions. Another way to control
the stereodynamics of a chemical reaction has been made
possible by the impressive progress over the last decade in
preparing molecules that are both internally and translation-
ally cold (Krems, Stwalley, and Friedrich, 2009; Jin and Ye,
2012; Lemeshko et al., 2013). Controlling quantum stereo-
dynamics of bimolecular reactions has thus become possible
(de Miranda et al., 2011). Remarkably, quantization of
molecular rotation governs reaction dynamics not only at
low temperatures, but determines the rate even for reactions
that can otherwise be described by a classical theory (Shagam
et al., 2015).
When molecules interact with their environment, a one-

or two-body picture of the rotational dynamics becomes
insufficient. The resulting phenomena can be broadly classi-
fied into decoherence of the rotational motion, for example,
via intermolecular collisions (Ramakrishna and Seideman,
2005; Viellard et al., 2013) and into genuine many-body
dynamics (Lemeshko and Schmidt, 2017). A recent highlight
of the latter is the understanding of the laser-induced align-
ment of molecules inside helium nanodroplets (Shepperson,
Søndergaard et al., 2017). The underlying picture of rotational
quasiparticles, the “angulons” (Schmidt and Lemeshko, 2015,
2016; Lemeshko, 2017), represents a prototype for the role of
rotational states in many-body dynamics. Ultracold molecules
in optical lattices amount to one of the most promising
platforms for studying many-particle physics in a fully
controlled environment (Moses et al., 2017). This includes
both quantum simulation of condensed-matter models [see,
e.g., Gorshkov, Manmana, Chen, Ye et al. (2011) and Yan
et al. (2013)], as well as the study of novel, previously
unexplored phases of matter [see, e.g., Cooper and
Shlyapnikov (2009) and Syzranov et al. (2014)].
These examples provide the first glimpse into the prominent

role of molecular rotation in the various strands of current
AMO and quantum optics research. Molecular rotation is a
mature subject covered by several earlier reviews (Stapelfeldt
and Seideman, 2003; Seideman and Hamilton, 2005; Krems,
Stwalley, and Friedrich, 2009; Ohshima and Hasegawa, 2010;
Fleischer et al., 2012; Lemeshko et al., 2013; Pabst, 2013).
Recently, a modern and didactic introduction into molecular
physics—including molecular rotation—became available
(Krems, 2018). Rotational degrees of freedom, however,
occur in various contexts, and often different languages are
used to describe them. A unified treatment presenting the tools
and concepts used by the different communities to study the
role of molecular rotations in one-, two-, and many-body
phenomena, and bridging, moreover, the gap to the quantum
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control framework (Brif, Chakrabarti, and Rabitz, 2010;
Glaser et al., 2015) is currently missing. The present review
seeks to fill this void.
The review is organized as follows. We start by summa-

rizing the one-body rotational structure for the three different
classes of molecular rotors in Sec. II. Rotational dynamics and
control over rotational motion that can be understood within a
one-body picture is reviewed in Sec. III, focusing on molecu-
lar alignment and orientation, and Sec. IV is dedicated to
dynamical phenomena in molecular rotation. The role of
rotations in two-body interactions is the subject of Sec. V,
whereas many-body scenarios for control of molecular rota-
tion are covered in Secs. VI, VII, and VIII. In particular,
the influence of the environment on molecular rotation is
discussed in Sec. VI, and Secs. VII and VIII showcase the use
of molecular rotations in quantum information and quantum
simulation. The conclusions of this review are drawn
in Sec. IX.

II. MOLECULAR ROTATIONAL STRUCTURE AND
INTERACTION WITH AN ELECTROMAGNETIC FIELD

The rotational structure of a molecule and the form of its
interaction with an external electromagnetic field provide
the basis for controlling its rotational dynamics. In this
section, we summarize the basic concepts for each case of
molecular rotor (Zare, 1988) and discuss the prospects to
control its rotational motion. A vast literature on quantum
rotation of molecules exists from the point of view of
molecular spectroscopy (Townes and Schawlow, 1975;
Lefebvre-Brion and Field, 2004; Bernath, 2005). The main
goal of this review, on the other hand, is to describe
rotations from the point of view of quantum dynamics
and control.

A. Free rotation of a molecule

First, let us consider the dynamics of an isolated molecule
in its center-of-mass frame, neglecting its translational motion.
Such a space-fixed reference frame is called the space-fixed
frame. Internal molecular degrees of freedom can be classified
as electronic, vibrational, and rotational (Krems, 2018). The
molecule is assumed to be in its vibronic, i.e., electronic and
vibrational, ground state, which is a good approximation for
most small molecules at room temperature and below. Within
this approximation, we can omit the discussion of the vibra-
tional and electronic degrees of freedom and entirely focus on
the rotational motion. In particular, the electromagnetic fields
we consider are far off resonant from any electronic or
vibrational transition.
Before entering into a description of the quantum rotational

dynamics, we start the discussion by describing free rotation
of a rigid body in classical mechanics (Goldstein, 1950;
Landau and Lifshitz, 1960a; Arnol’d, 1989). Free rotation of a
rigid body is defined by the position of the body-fixed frame
ðx; y; zÞ with respect to the space-fixed frame ðX; Y; ZÞ. In a
body-fixed frame, a linear transformation connects the angular
momentum J to the angular velocity ω:

J ¼ Iω;

where I is a 3 × 3 inertia matrix. The constant elements of I,
known as the inertia elements, describe the mass distribution
of the body with respect to the three axes of the frame. The
elements of I, whose dimension is mass times length squared,
can be expressed for a continuous body as

Ijk ¼
Z
V
ρðrÞðr2δjk − xjxkÞd3r;

where ρ is the mass density, V is the volume of the body, and
the coordinates of the position vector r are denoted by xj,
ðx1; x2; x3Þ≡ ðx; y; zÞ. The matrix I is a symmetric and real
matrix such that a specific body-fixed frame ðx; y; zÞ can be
defined in which the inertia matrix is diagonal. The corre-
sponding eigenvalues ðIx; Iy; IzÞ are positive and are called the
moments of inertia. The moments of inertia can be physically
interpreted as a measure of resistance of the body to rotational
motion. The axes of the reference body-fixed frame, i.e., the
eigenvectors of the inertia matrix, are the principal inertia
directions of the body.
Rigid bodies can be classified according to the relative

values of their moments of inertia. We adopt the convention
Ix ≥ Iy ≥ Iz. We distinguish the following types:

Iz < Iy < Ix ∶ asymmetric top;

Iz < Iy ¼ Ix ∶ prolate symmetric top;

Iz ¼ Iy < Ix ∶ oblate symmetric top;

Ix ¼ Iy ¼ Iz ∶ spherical top;
Iz ¼ 0; Ix ¼ Iy ∶ linear top:

A standard example of a classical asymmetric top is the tennis
racket as shown in Fig. 1. For a tennis racket, the inertia axes
are defined as follows. The axis z is along the handle of the
racket, y lies in the plane of the head of the racket and is
orthogonal to z, while x is orthogonal to the head of the
racket. For a plane object, note that the moment of inertia
about the axis normal to the plane is equal to the sum of
the two other moments of inertia, i.e., here Ix ¼ Iy þ Iz.
Most molecules are asymmetric tops, with the example of the
chlorobenzene molecule represented schematically in Fig. 1,
top panel. Figure 1, bottom panel, shows the example of a
body with a symmetry axis, i.e., a symmetric top. In this
case, the two moments of inertia associated with directions
orthogonal to the symmetry axis are equal. We distinguish
the prolate and the oblate cases in which the moment of
inertia of the symmetry axis is, respectively, the lowest
and the largest moments. A prolate body has the shape of
an American football, while an oblate body has a frisbeelike
shape. CH3I and CHI3 are two examples of prolate and
oblate top molecules. A molecule with an additional sym-
metry axis such as CCl4 or CH4 is a spherical top for which
all the moments of inertia are equal. Finally, linear molecules
can be viewed as a limiting case of prolate symmetric tops
where the lowest moment of inertia is assumed to be zero.
Standard examples are any diatomic molecule or the CO2

molecule.
The relative motion of the space-fixed and body-fixed

frames is characterized by the three Euler angles ðθ;ϕ; χÞ.
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A particular set of Euler angles (which is not unique) is
defined in Fig. 2. The angle θ is the angle between the axis
z of the body-fixed frame and the space-fixed axis Z.
The angles ϕ and χ describe, respectively, the rotation

of the body about the axes Z and z. The base-change
matrix Rðθ;ϕ; χÞ defined by the relation ðx; y; zÞ⊺ ¼
RðX; Y; ZÞ⊺, where ⊺ means the transpose of a vector,
can be expressed as

R ¼

0
B@

cosϕ cos χ cos θ − sinϕ sin χ sinϕ cos χ cos θ þ cosϕ sin χ − sin θ cos χ

− cosϕ sin χ cos θ − sinϕ cos χ − sinϕ sin χ cos θ − cosϕ cos χ sin θ sin χ

sin θ cosϕ sin θ sinϕ cos θ

1
CA;

ð1Þ

where the matrix elements of R are the direction cosines,
denoted as cos θγΓ between the pairs of axes of the two
frames, with γ ¼ x, y, z and Γ ¼ X, Y, Z. They satisfy the
following relations:

P
γ
cos θγΓ cos θγΓ0 ¼ δΓΓ0 ;

P
Γ
cos θγΓ cos θΓ0Γ ¼ δγΓ0 ;

ð2Þ

which can be deduced from the property that R is a rotation
matrix, R⊺ ¼ R−1.

During a free rotation, the angular momentum J is constant
in the space-fixed frame and usually chosen along the Z axis
of this frame. The components of J can be expressed in the
body-fixed frame as Jx ¼ −J sin θ cos χ, Jy ¼ J sin θ sin χ,
and Jz ¼ J cos θ, where J ¼ jJj. Note that the components
of J correspond to the third column of the rotation matrix R
defined in Eq. (1). The Euler equations _J ¼ J ×Ω, with
Ωk ¼ Jk=Ik, k ¼ x, y, and z govern the dynamics of the
angular momentum in the body-fixed frame. Explicit solu-
tions of the Euler equations can be written in terms of Jacobi
elliptic functions. Using the definition of the coordinates of J
and of the angular velocities, it can be shown that the Euler
angles satisfy the following differential system (Landau and
Lifshitz, 1960a):

_θ ¼ J

�
1

Iy
−

1

Ix

�
sin θ sin χ cos χ;

_ϕ ¼ J

�
1

Iy
sin2χ þ 1

Ix
cos2χ

�
;

_χ ¼ J

�
1

Iz
−

1

Iy
sin2χ −

1

Ix
cos2χ

�
cos θ;

whose solutions can be expressed as the sum of elliptic
integrals of the first and third kinds (Goldstein, 1950).

FIG. 2. Definition of the Euler angles ðθ;ϕ; χÞ, which are used
to describe the position of the body-fixed frame ðx; y; zÞ in the
space-fixed frame ðX;Y;ZÞ.

FIG. 1. Schematic picture of the correspondence between
molecules and classical objects. Two examples of rigid asym-
metric tops, the chlorobenzene molecule C6H5Cl and a tennis
racket, are represented in the top panel. The bottom panel
displays a prolate symmetric top, the iodomethane molecule
CH3I and its classical analog. The body-fixed frame ðx; y; zÞ is
defined for each case.
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From the general expression of the rotational kinetic
energy T ¼ Iω2=2, we deduce the field-free rotational
Hamiltonian H0,

H0 ¼
J2x
2Ix

þ J2y
2Iy

þ J2z
2Iz

: ð3Þ

Equation (3) defines an ellipsoid in the ðJx; Jy; JzÞ space.
Conservation of the angular momentum magnitude J2 ¼ J2x þ
J2y þ J2z implies that J follows trajectories lying on the
intersections of the ellipsoid and the sphere. The two constants
of motion H0 and J define Hamiltonian integrable dynamics.
The corresponding classical phase space for asymmetric tops
has a simple structure including a separatrix which is the
boundary between two families of trajectories, the rotating and
the oscillating ones. Each family of trajectories is distributed
around a stable fixed point, cf. Fig. 3, and the separatrix
connects the unstable fixed points.
As displayed in Fig. 4, the energy-momentum diagram

(EM) is another useful way to visualize the global dynamics of
an integrable system. It corresponds to all the possible values
of H0 ¼ E as a function of J. The position of the stable fixed
points of the free rotation of a rigid body E ¼ J2=ð2IxÞ and
E ¼ J2=ð2IzÞ delimits the boundary of the EM and the
accessible phase space, while the separatrix is defined by
E ¼ J2=ð2IyÞ. The separatrix distinguishes the two families of
trajectories, namely, the rotating and the oscillating ones for
E > J2=ð2IyÞ and E < J2=ð2IyÞ, respectively.
After this brief review of the classical motion of a rigid

body, we now consider a quantum description of the rotational
dynamics. We introduce the rotational constants A, B, and C
that are inversely proportional to the moments of inertia of
the molecule A ¼ ℏ=4πIx, B ¼ ℏ=4πIy, and C ¼ ℏ=4πIz. We

adopt the standard convention where A ≤ B ≤ C. The quan-
tum Hamiltonian is then given by Ĥ ¼ AĴ2x þ BĴ2y þ CĴ2z,
where Ĵx;y;z are operators acting on the infinite-dimensional
Hilbert space H. Note that centrifugal terms due to the
rotation-vibration interaction can also be added to Ĥ
(Zare, 1988).
A connection between the classical and quantum dynamics

of a rigid rotor can be established in the semiclassical limit.
We refer the interested reader to Child (1991) for details. The
Wigner representation can also be used to facilitate the
analysis of molecular rotational dynamics (Zhdanov and
Seideman, 2015).
A basis of the Hilbert space H is given by the wave

functions jj; k; mi (Zare, 1988) defined by

hϕ; θ; χjj; k; mi ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffi
2jþ 1

4π

r
Dj�

m;kðϕ; θ; χÞ; ð4Þ

with j ≥ 0, −j ≤ k ≤ j, and −j ≤ m ≤ j. The coefficients
Dj

mkðϕ; θ; χÞ can be derived from the rotation matrix R,

Dj
mk ¼ hj;mjRðϕ; θ; χÞjj; ki; ð5Þ

where jj; mi are the eigenstates of the Ĵ2 and ĴZ operators,
with the wave functions given by spherical harmonics
hθ;ϕjj; mi ¼ Yjmðθ;ϕÞ. In the jj; k;mi basis, the components
of the angular momentum satisfy

Ĵ2jj; k; mi ¼ jðjþ 1Þjj; k;mi;
Ĵzjj; k; mi ¼ kjj; k;mi;
ĴZjj; k; mi ¼ mjj; k;mi:

ð6Þ

Note that the matrix elements of ĴX and ĴY (respectively, Ĵx
and Ĵy) do not depend on k (respectively, m). For linear

molecules, the Hamiltonian reads Ĥ ¼ BĴ2 and the dynamics

FIG. 3. Trajectories of the angular momentum of a rigid body in
the body-fixed frame ðx; y; zÞ. The blue (dark gray) and red (light
gray) lines represent, respectively, the rotating and oscillating
trajectories of the angular momentum. The dashed black line is
the separatrix.
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FIG. 4. Energy-momentum diagram of the water molecule. The
dashed red line depicts the position of the separatrix and the solid
black lines the boundary of the accessible EM. The blue dots
indicate the position of the energy levels in the diagram. We use
the convention J ¼ hðjþ 1

2
Þ, with h ¼ 1 and j is the quantum

number defined in Eq. (6).
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are restricted to the subspace with k ¼ 0, in which the angular
momentum is orthogonal to the molecular axis. The energy
levels of the form Bjðjþ 1Þ are 2jþ 1 degenerate and the
eigenbasis is given by the kets jj;mi. The second case
concerns symmetric top molecules for which two of the
rotational constants are equal. The energy levels Ej;k can
be expressed, respectively, as Ajðjþ 1Þ þ ðC − AÞk2 and
Cjðjþ 1Þ þ ðA − CÞk2 in the prolate and oblate cases with
the eigenkets jj; k;mi. In the general situation of an
asymmetric-top molecule, k is not a good quantum number
and the Hamiltonian matrix has a block-diagonal structure
labeled by j and m in the jj; k; mi basis. The energy levels of
the water molecule are represented in Fig. 4. Since in the
body-fixed frame the Hamiltonian matrix does not depend on
the quantum number m, the spectrum is composed of 2jþ 1
levels which are 2jþ 1 degenerate.

B. Interaction between a molecule and an external
electromagnetic field

After this short description of the free rotational
Hamiltonian, we introduce the terms describing the interaction
with an electromagnetic field. We consider the semiclassical
approximation in which the field is classical while the
molecule is treated quantum mechanically. Let μ̂ be the
electric dipole moment of the molecule. The dipole moment
can be permanent for a polar molecule or induced by an
intense electric field. The interaction term can be expressed as
HI ¼ −μ̂ ·EðtÞ, where EðtÞ is the electric field the molecule
is subjected to at time t. In the dipole approximation, we
assume that the electric field has no spatial variation across the
extent of the molecule, i.e., Eðr; tÞ≡ EðtÞ. The dipole
moment can be written as a power series expansion of E:

μ̂ ¼ μ̂0 þ 1
2
α̂Eþ 1

6
β̂E2 þ � � � ; ð7Þ

where μ̂0 is the permanent dipole moment, and the polar-
izability α̂ and hyperpolarizabiliy β̂ are given by tensors of
rank 2 and 3, respectively.
The polarizability tensor is a 3 × 3 diagonal matrix in the

molecular frame for linear and symmetric molecules with the
elements ðα⊥; α⊥; αkÞ, where αk and α⊥ are, respectively,
the components parallel and perpendicular to the molecular or
the symmetry axis. The difference between the two coordi-
nates, i.e., the polarizability anisotropy, is denoted by
Δα ¼ αk − α⊥. Δα is positive for linear and prolate molecules
and negative for oblate symmetric tops. The situation is more
complex for asymmetric molecules. Only molecules with D2,
C2v, or D2h symmetry have a diagonal polarizability tensor in
the body-fixed frame with elements αxx, αyy, and αzz (Cotton,
1990; Yachmenev and Yurchenko, 2016a; Gershnabel and
Averbukh, 2018). We assume the polarizability tensor to be
diagonal in this section.
The electric field is defined in the space-fixed frame, and

we denote its coordinates along the three directions of the
frame by ðEX; EY; EZÞ. Its polarization is given by the time
evolution of the three components EX, EY , and EZ. Using the
rotation matrix R defined in Eq. (1), the components in the
molecular frame read

0
B@

Ex

Ey

Ez

1
CA ¼ R

0
B@

EX

EY

EZ

1
CA: ð8Þ

To second order, the interaction Hamiltonian can be written as

ĤI ¼ −
X
K

μ0 cos θ̂zKEK −
X
K

E2
K

2
ðΔαcos2θ̂zK þ α⊥Þ

−
X

K;K0;K≠K0
EKEK0Δα cos θ̂zK cos θ̂zK0 ;

with K, K0 ¼ X, Y, and Z. We assume here that the permanent
dipole moment points along the z axis, which is usually the
case for linear and symmetric-top molecules. Several different
cases can then be distinguished. If the electric field is resonant
with some of the rotational frequencies then ĤI cannot be
simplified. It is the situation encountered with terahertz pulses.
When the molecule is exposed to optical laser fields with a
frequency much larger than the rotational ones, a high-
frequency approximation can be used to separate different
time scales and to simplify the expression of ĤI (Keller, Dion,
and Atabek, 2000). A heuristic derivation can be carried out as
follows. We assume that the electric field can be expressed as

EðtÞ ¼
X

K¼X;Y;Z

EKðtÞ cosðωtþ ϕKÞuK; ð9Þ

where ω is the carrier frequency, E is a slowly varying time-
dependent vector of coordinates ðEX; EY; EZÞ, ϕK is the phases
of the field which define its polarization state, and u⃗K is the
unitary vector along the K direction. For a nonresonant field,
we introduce the time-averaged value h·i over a time τ given
for a function aðtÞ by hai ¼ ð1=τÞ R τ

0 aðtÞdt. The time τ
satisfies 2π=ω ≪ τ ≪ Trot, where Trot is a typical timescale
of the rotational dynamics. For linear and symmetric mole-
cules, Trot is the rotational period. We then obtain

hEKi ¼ 0;

hE2
Ki ¼ E2

K=2;

hEKEK0 i ¼ ðEKEK0=2Þ cosðϕK − ϕK0 Þ; K ≠ K0;

ð10Þ

which leads to

ĤI ¼ −
1

4

X
K

E2
KðΔαcos2θ̂zK þ α⊥Þ

−
1

2

X
K;K0;K≠K0

EKEK0 cosðϕK − ϕK0 ÞΔα cos θ̂zK cos θ̂zK0 :

We observe that, for circular polarization in the ðX; YÞ plane,
the cross term with EXEY vanishes since the relative phase
ϕX − ϕY ¼ π=2, while this term is maximum for linear
polarization when the phase difference is equal to 0 or π.
The same analysis can be conducted for the hyperpolariz-
ability term or for more complex control fields. As an
example, we consider a linearly polarized two-color laser
field, interacting up to third order with a linear molecule.
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The nonzero components of the hyperpolarizability tensor are
βk ¼ βzzz and β⊥ ¼ βzxx ¼ βzyy. We obtain that

β̂E2 ¼

0
B@

2β⊥ExEz

2β⊥EyEz

βkE2
z þ β⊥ðE2

x þ E2
yÞ

1
CA ð11Þ

and

β̂
6
E3 ¼ 1

6
EðtÞ3½ðβk − 3β⊥Þ cos3 θ̂ þ 3β⊥ cos θ̂�: ð12Þ

The electric field can be expressed as

EðtÞ ¼ ½E1 cosðωtÞ þ E2 cosð2ωtþ ϕÞ�uZ; ð13Þ

where ϕ is the relative phase between the two components and
uZ the unitary vector along the Z direction. After averaging
over the rapid oscillations of the field, the interaction
Hamiltonian reads

ĤI ¼ −
1

4
ðΔαcos2θ̂ þ α⊥ÞðE2

1 þ E2
2Þ

−
cosϕ
8

½ðβk − 3β⊥Þcos3θ̂ þ 3β⊥ cos θ̂�E2
1E2:

The last technical point concerns the construction of the
matrix associated with the operator ĤI in the jj; k;mi basis.
An efficient approach consists of deriving the direction
cosines in terms of the coefficients Dj

m;k. For instance, we

have cos θ̂z;Z ¼ cos θ̂ ¼ D1
0;0ð0; θ̂; 0Þ. The matrix elements

can then be computed by using Eq. (4) and the sum rule,

Z
Dj1

m1k1
Dj2

m2k2
Dj3

m3k3
dΩ

¼ 8π2
�

j1 j2 j3
m1 m2 m3

��
j1 j2 j3
k1 k2 k3

�
;

where Ωðθ;ϕ; χÞ is the integration volume and the 3-j
symbols have been introduced. The 3-j symbols are coef-
ficients allowing one to add angular momenta in quantum
mechanics (Zare, 1988).

C. Molecular rotational dynamics

The time evolution of molecular rotational dynamics is
governed by different differential equations according to the
experimental conditions. At zero temperature, the rotational
state of an isolated molecule in the gas phase is described by a
state vector jψðtÞi, which satisfies the Schrödinger equation,

iℏ
d
dt

jψðtÞi ¼ ½Ĥ0 þ ĤI�jψðtÞi: ð14Þ

The initial state is usually the level of lowest energy, i.e.,
j0; 0; 0i. At nonzero temperature, the Liouville–von Neumann
equation,

iℏ
∂ρ̂
∂t ¼ ½Ĥ0 þ ĤI; ρ̂�; ð15Þ

governs the dynamics of a gas at low pressure, where ρ̂ is the
density matrix of the rotational system. For a gas at temper-
ature T, the initial state ρ̂0 is given by the canonical density
operator. For a linear molecule, this state can be expressed as

ρ̂ð0Þ ¼ 1

Z

X
j;m

gJe−Bjðjþ1Þ=kBT jj;mihj;mj; ð16Þ

where Z ¼ P
j;mgJe

−Bjðjþ1Þ=kBT is the partition function and
kB the Boltzmann constant. The term gJ is the nuclear spin
degeneracy factor. For homonuclear molecules, this factor
depends on the parity of J. For instance, gJ is equal to 6 and 3,
respectively, for even and odd J states of N2. Equation (15) is
typically valid for times shorter than the relaxation time due to
molecular collisions. A more complete description is given
when including decoherence and dissipation, for example, in
terms of a Lindblad-type equation,

∂ρ̂
∂t ¼

1

iℏ
½Ĥ0 þ ĤI; ρ̂� þ Lðρ̂Þ; ð17Þ

where L is a linear operator modeling relaxation processes
such as collisions (Ramakrishna and Seideman, 2005).
Equation (17) assumes the Markov approximation, i.e., where
the quantum system evolves without memory and does not
influence the state of its environment.
When analyzing quantum rotational dynamics, typical

observables are expressed in terms of rotation angles. For
example, a simple and useful description of a molecule’s
orientation in space is given, to first order, by the expectation
values of the direction cosines hcos θγΓi ¼ Tr½ρ cos θγΓ�. Note
that only coarse-grained information of the rotational state is
provided by these quantities (Ramakrishna and Seideman,
2013). By definition, the different expectation values belong
to the interval ½−1; 1�. A molecule is said to be oriented along a
given axis of the space-fixed frame if one of the expectation
values satisfies jhcos θγΓij ≃ 1. This concept of orientation can
be generalized to three dimensions with the corresponding
three direction cosines. Further information about the rota-
tional probability density can be gained from the second-order
moments hcos2 θγΓi. These quantities are essential for sym-
metric molecules with no permanent dipole moment. An
example is given by homonuclear diatomic molecules such as
N2 or O2. In this case, the notion of orientation is replaced by
that of alignment in which the axes direction is not considered.
For linear molecules, the degree of alignment is quantified
through the quantum averages hcos2 θzΓi, where θzΓ is the
angle between the molecular axis and the axes of the space-
fixed frame. They satisfy the relation

P
Γhcos2 θzΓi ¼ 1. At

ambient temperature, the three expectation values are for
symmetry reasons equal to 1=3. The molecule is said to be
aligned along the X direction if hcos2 θzXi ≃ 1. When
hcos2 θzXi ≃ 0, the molecular axis is delocalized in the
ðY; ZÞ plane, leading to planar alignment (Lapert, Hertz et al.,
2009; Hoque et al., 2011).
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D. Geometric description of rotational dynamics

The geometric study of the rotation of a rigid body is a
fundamental subject in both classical and quantum mechanics
(Landau and Lifshitz, 1960a, 1960b). The starting point is the
integrable case (Arnol’d, 1989), that is, the dynamics of the
free asymmetric top and symmetric top in a constant external
field. The two systems are known as the Euler top and the
Lagrange top in mathematics and have been studied for many
centuries (Cushman and Bates, 1997). Nontrivial effects are
still investigated by mathematicians and theoretical physicists.
An example is given for asymmetric tops by the tennis racket
effect (Ashbaugh, Chiconc, and Cushman, 1991; Cushman
and Bates, 1997; Van Damme, Mardesic, and Sugny, 2017).
This classical geometric phenomenon occurs in the free
rotation of any asymmetric rigid body. In particular, it
describes what happens when a tennis racket is tossed into
the air while imparting a rotation about the unstable axis. In
addition to the 2π rotation about this axis, the racket performs
an unexpected π flip about its handle. A schematic description
of this effect is given in Fig. 5.
In some specific cases, the rotational energies and wave

functions of a molecule in an electric field can be derived
analytically. For a linear molecule subject to combined
orienting and aligning interactions, this is made possibly by
use of supersymmetric quantum mechanics (Lemeshko et al.,
2011; Schmidt and Friedrich, 2014, 2015). For symmetric-top
molecules, quasisolvability has been investigated by Schatz
et al. (2018) using the quantum Hamiltonian-Jacobi theory.
The properties of polar paramagnetic molecules subject to
congruent electric, magnetic, and optical fields were derived
by Sharma and Friedrich (2015). A systematic analysis of the
nonadiabatic and adiabatic regimes was performed by
Mirahmadi et al. (2018) with both analytical and numerical
computations.
A numerical approach allows one to investigate the role of

vibrational motion for rotational dynamics, for example, in
strong electric fields inducing adiabatic dynamics (González-
Férez and Schmelcher, 2004). An adiabatic rotor approach

was proposed by González-Férez and Schmelcher (2005) to
account for the different dynamical effects of the rovibrational
coupling. For the example of the LiCs molecule, a complete
study of the coupled rovibrational motion was performed by
González-Férez, Mayle, and Schmelcher (2006).
A topic of renewed interest today is to find signatures of

classical dynamics in the quantum regime. A large number of
studies have shown the advantage of classical analysis for
revealing the properties of quantum molecular spectra. This
aspect was investigated for the free molecular rotation (Harter
and Patterson, 1984; Sadovskii et al., 1990; Child, 1991,
2007; Cuisset, Pirali, and Sadovskií, 2012; Van Damme,
Leiner et al., 2017; Hamraoui et al., 2018), but also for
molecules subject to a constant electric field (Kozin and
Roberts, 2003; Arango, Kennerly, and Ezra, 2004, 2005).
Take Hamiltonian monodromy (Cushman and Bates, 1997) as
an example, which is the simplest topological obstruction to
the existence of global action angle variables in classical
integrable systems. Monodromy has a quantum counterpart
which prevents the existence of global good quantum numbers
in the rotational spectrum (Efstathiou, 2004). Monodromy in
the spectrum of a quantum symmetric-top molecule in an
electric field was described by Kozin and Roberts (2003). The
dynamics of linear molecules in tilted electric fields were
investigated by Arango, Kennerly, and Ezra (2004, 2005).
Note that a geometric framework can also be derived for a
nonintegrable case in terms of location and bifurcation of
relative equilibria in the energy-momentum diagram of the
molecule (Arango and Ezra, 2008).

E. Controllability of rotational dynamics

Controllability of quantum dynamics is of fundamental as
well as practical importance since it determines the extent to
which a quantum system can be manipulated and brought to
a desired target state (D’Alessandro, 2008). The mathematical
theory of controllability is by now well established for
finite-dimensional closed quantum systems (Altafini, 2002;
Albertini and D’Alessandro, 2003; Kurniawan, Dirr, and
Helmke, 2012). In the case of an infinite-dimensional
Hilbert space, the problem is much more intricate from a
mathematical point of view, even for a quantum system with
a discrete spectrum (Beauchard, 2005; Chambrion et al.,
2009; Boscain et al., 2012, 2015; Boscain, Caponigro, and
Sigalotti, 2014).
For infinite-dimensional systems, two concepts of control-

lability are introduced, namely, exact and approximate con-
trollability. In the approximate controllability version, the
system is not steered exactly to the target state, but to an
arbitrary small neighborhood of the final state. Note that in a
finite-dimensional setting, the notions of exact and approxi-
mate controllability coincide. Exact controllability seems
rather exceptional in quantum control and very difficult to
prove rigorously (Beauchard, 2005). Approximate control-
lability is much more common and many different results have
been obtained using, e.g., Galerkin techniques, i.e., finite-
dimensional approximations of the Hilbert space (Chambrion
et al., 2009; Boscain et al., 2012, 2015; Boscain, Caponigro,
and Sigalotti, 2014). A crucial aspect of the proof is based on
the structure of the energy levels, which has to be as different

FIG. 5. Schematic description of the tennis racket effect. Note
the π flip of the head of the racket when the handle makes a
rotation. From Van Damme, Leiner et al., 2017.
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as possible from the spectrum of a quantum harmonic
oscillator. It can be shown mathematically that the latter is
not controllable (Mirrahimi and Rouchon, 2004). This is also
easily understood intuitively since an electromagnetic field
driving a harmonic oscillator cannot distinguish different
transitions, such as the transition between j0i and j1i and
that between j1i and j2i. Rotational dynamics with its infinite-
dimensional Hilbert space and the anharmonic discrete spec-
trum of the associated Hamiltonian is an ideal physical
example for testing controllability techniques. Approximate
controllability in the infinite-dimensional setting has been
shown for linear molecules (Boscain et al., 2012; 2015;
Boscain, Caponigro, and Sigalotti, 2014). However, control-
lability of the dynamics of symmetric- and asymmetric-top
molecules remains an open mathematical question.
Another approach to establishing controllability consists

of selecting a finite-dimensional subspace of the physical
Hilbert space (Rangan et al., 2004). For control of molecular
rotations, this subspace is spanned by the kets fjj; k;mig with
j ≤ jmax. Such a dimensionality reduction can be physically
justified by the finite temperature of the system and the fact
that electromagnetic fields transfer only a finite amount of
energy to the molecule, confining the system to a finite-
dimensional subspace (Sugny et al., 2004a, 2005a, 2005b;
Turinici and Rabitz, 2004; Rabitz and Turinici, 2007). The
parameter jmax depends on the temperature, on the frequency
bandwidth, and on the energy of the pulse that the molecule is
subjected to. With such a physically motivated assumption,
controllability can be shown, using the tools of the finite-
dimensional setting.
If the molecule is controlled by two independent electric

fields along two orthogonal directions, then the system is
usually completely controllable, that is, any target state can
be reached from any initial state of the Hilbert space
(D’Alessandro, 2008). There are some exceptions to this
general rule due to symmetries of the molecular system. A
simple example of a not completely controllable system is a
decoupled one. In this case, the Hamiltonian matrix is block
diagonal and the Hilbert space can be decomposed into a
direct sum of at least two orthogonal subspaces. In this
situation, the relevant concept is simultaneous controllability,
that is, the possibility to control uncoupled quantum systems
by the same external field. A standard example is encountered
in a linear molecule driven by a linearly polarized laser pulse
at nonzero temperature. This system is not completely
controllable since m is a good quantum number (Sugny et al.,
2005a). The Hilbert space can be written as the sum of
subspaces Hm. By symmetry, the dynamics in Hm and H−m
are the same so that only the positivem values have to be taken
into account in a controllability analysis (Sugny et al., 2005a).
Simultaneous controllability can be proven for this class of
examples in the finite- and infinite-dimensional settings
(Boscain, Caponigro, and Sigalotti, 2014).

III. ALIGNMENT AND ORIENTATION

Laser-induced alignment and orientation are important
examples for the control of molecular dynamics. A one-body
picture is sufficient to analyze and understand it. A noticeable
degree of alignment or orientation is crucial in a variety of

applications ranging from chemical reaction dynamics
(Stapelfeldt and Seideman, 2003; Levine, 2005) to nanoscale
design (Seideman, 1997c) and attosecond electron dynamics
(Hassler et al., 2010). Molecular alignment and orientation
can also be viewed as crucial prerequisites in laser control of
molecular dynamics before exploring more complex scenar-
ios. For instance, the enhancement of the yield of a chemical
reaction often requires the control of the spatial orientation of
the molecules. In the case of a molecule driven by a linearly
polarized laser field, alignment (corresponding to a double-
headed arrow ↕) is defined by an increased probability
distribution along the polarization axis compared to the
direction perpendicular to it. Orientation, on the other hand,
corresponds to a selected direction in space, i.e., a single-
headed arrow ↑. In such a way, orientation implies alignment,
however, the reverse is not the case (Stapelfeldt and Seideman,
2003; Seideman and Hamilton, 2005).
Molecular alignment and orientation can be produced under

two different regimes, namely, the adiabatic and the sudden
ones. We introduce the characteristic timescale of the free
rotation of the molecule Trot, which is typically of the order of
1 to 100 ps for small molecules. The sudden mechanism is
based on short and intense laser pulses of duration Ts with
Ts ≪ Trot. The time Ts is of the order of tens or hundreds of
femtoseconds. A specific rotational wave packet is created and
field-free transient alignment and orientation are observed as
long as the coherence of the process is preserved. In the
adiabatic limit, on the other hand, pulses with a duration Ta ≫
Trot are used. In practice, this was obtained with pulse
durations of a few nanoseconds or a few hundred picoseconds.
The adiabatic transfer is induced by slowly turning on the laser
field with respect to the rotational period. The molecule is then
adiabatically transferred to rotationally excited states during
the pulse and goes back to its initial state when the field is
turned off. In this case, alignment and orientation are not
generated under field-free conditions, except for the case
where the field is abruptly switched off (Seideman, 2001;
Underwood et al., 2003).
In this section, we review recent theoretical and exper-

imental progress in the generation of alignment and orienta-
tion, from the standard one-dimensional alignment to recent
extensions to two and three spatial dimensions. The exper-
imental detection of alignment and orientation will also
be discussed, as well as recent applications of molecular
alignment. For a more detailed description of the concepts
and applications, we refer the interested reader to Cai and
Friedrich (2001), Stapelfeldt and Seideman (2003), Seideman
and Hamilton (2005), Ohshima and Hasegawa (2010),
Fleischer et al. (2012), Lemeshko et al. (2013), and Pabst
(2013), and references therein.

A. Generation of 1D alignment and orientation

1. Alignment by static fields and linearly polarized nanosecond
and femtosecond laser pulses

Confining molecular rotation to a specific direction is a
long-standing goal in physics. Pioneering works date back to
the early 1960s. Two techniques based on static electric fields
were used to orient molecules (Stapelfeldt and Seideman,
2003; Lemeshko et al., 2013). The oldest method selects
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molecules in a single rotational state by using an electrical
hexapole (Brooks, McKillop, and Pippin, 1979; Stolte, 1988;
Cho and Bernstein, 1991; Baugh et al., 1994). The second one
consists of applying a strong, static, and homogeneous electric
field to orient the molecules (Loesch and Remscheid, 1990;
Friedrich and Herschbach, 1991; Wu, Bemish, and Miller,
1994). This approach requires that the interaction energy, i.e.,
the dipole moment times the field strength, is larger than the
rotational energy. These strategies have an intrinsic limitation
due to the maximum strength of electrostatic fields that can be
applied. Intense laser fields came into play only about 30 years
later with the advance of optical technology. It thus does not
come as a surprise that the first results on the spatial
manipulation of molecules in the adiabatic regime with intense
nanosecond laser fields were obtained theoretically (Zon and
Katsnelson, 1975; Friedrich and Herschbach, 1995a, 1995b,
1999a, Seideman, 1995, 1997a, 1997b, 1997c; 1999a). This
theoretical activity encouraged experimental developments on
molecular alignment for which the first direct evidences were
reported in the late 1990s (Normand, Lompre, and Cornaggia,
1992; Larsen et al., 1999; Larsen, Wendt-Larsen, and
Stapelfeldt, 1999; Sakai et al., 1999; Sugita et al., 2000;
Baumfalk, Nahler, and Buck, 2001).
At the same time, new alignment techniques under field-

free conditions based on the application of femtosecond
laser pulses were proposed in different theoretical studies
(Machholm and Henriksen, 1999; Ortigoso et al., 1999;
Seideman, 1999b; Averbukh and Arvieu, 2001; Machholm,
2001). Molecular alignment and orientation in combined
electrostatic and pulsed laser fields were described by Cai,
Marango, and Friedrich (2001). Field-free molecular align-
ment was then observed by using femtosecond laser pulses for
linear molecules (Rosca-Pruna and Vrakking, 2001, 2002a,
2002b) and for asymmetric-top molecules (Péronne et al.,
2003). Several theoretical studies, focusing on alignment
dynamics, explored the best way to align linear molecules
in the sudden excitation regime with one or a series of
femtosecond laser pulses. The revival structure of alignment
dynamics was described by Ortigoso et al. (1999) and
Seideman (1999b). The roles of permanent dipole moment
and polarizability terms in the alignment process were dis-
cussed by Dion et al. (1999). Enhancement of molecular
alignment by a train of short laser pulses was shown by
Leibscher, Averbukh, and Rabitz (2003, 2004). The possibil-
ity to maintain molecular alignment for arbitrarily long time
by using an appropriate periodic sequence of laser pulses was
proposed by Ortigoso 2004, 2010). The alignment mechanism
was described in terms of the coherent control of rotational
wave packets (Spanner, Shapiro, and Ivanov, 2004). Phase-
shaped femtosecond laser pulses can be used to control the
degree of alignment (Renard, Hertz et al., 2004; Renard et al.,
2005; Hertz, Rouzée et al., 2007). The alignment was
optimized experimentally by a feedback closed loop pro-
cedure (Suzuki et al., 2008). The corresponding rotational
wave packet can be reconstructed through the interference
with a replica of the laser pulse (Hasegawa and Ohshima,
2008). Enhancement of alignment by a combination of a short
and a long laser pulse polarized in the same direction was
shown by Poulsen et al. (2006) and Guérin, Rouzée, and
Hertz (2008).

The intermediate alignment regime in which the duration of
the laser pulse is of the same order as the rotational period, i.e.,
in between the adiabatic and sudden limits, was explored
theoretically by Ortigoso et al. (1999), Seideman (1999b);
Torres, de Nalda, and Marangos, 2005, and Mirahmadi et al.
(2018). Experimentally, this regime was explored with the
OCSmolecule by Trippel et al. (2014). Awave packet of field-
dressed states is generated and its time evolution observed
during and after the laser pulse. Contrary to the adiabatic
regime, the degree of alignment presents oscillations due to
the propagation of the quantum system in the field-dressed
potential of the molecule. Recently, it was pointed out how the
coupling between the rotational angular momenta and the
nuclear spins through the electric quadrupole interaction can
decrease the observed degree of alignment in the sudden
regime (Thomas et al., 2018). Finally, note that field-free
molecular alignment can be strongly enhanced by a cavity as
shown by Benko et al. (2015).

2. Adiabatic orientation by two-color and static fields

In the nonresonant case, the carrier frequency of the laser
field is very large compared to rotational frequencies. As
shown in Eq. (10), the interaction between the molecule and
the external field through the permanent dipole moment
averages to zero. Therefore, only the polarizability term plays
a role in the rotational dynamics which leads to molecular
alignment. Molecular orientation of polar molecules can be
generated only in the adiabatic regime if the inversion
symmetry of the alignment process is broken. Different
control strategies have been studied. One option is to use a
two-color laser field and the asymmetry caused by the
hyperpolarizability interaction (Kanai and Sakai, 2001).
Parity breaking can also be achieved from a resonance
between the frequency of the laser field and a vibrational
transition (Guérin et al., 2002). Hyperpolarizability-induced
orientation was demonstrated experimentally by Oda et al.
(2010). A recent theoretical study showed how to improve
molecular orientation by optimizing the relative delay and
intensities of the two-color excitation (Mun and Sakai, 2018).
Note that field-free molecular orientation can also be achieved
by slowly ramping up the laser field and then abruptly
switching it off (Muramatsu et al., 2009).
Another control protocol consists of combining an electro-

static field with an intense nonresonant laser field (Friedrich
and Herschbach, 1999b). This procedure was first applied
experimentally by Sakai et al. (2003) and Buck and Farnik
(2006). The same control strategy was used in several
experiments (Goban, Minemoto, and Sakai, 2008; Nielsen
et al., 2012; Hansen et al., 2013; Trippel et al., 2015; Kienitz
et al., 2016) and studied theoretically by Härtelt and Friedrich
(2008) and Omiste and González-Férez (2016) and Thesing,
Küpper, and González-Férez (2017) for symmetric- and
asymmetric-top molecules, respectively. Nonadiabatic effects
were revealed to play a role in molecular orientation by
Omiste and González-Férez (2012). In particular, this work
provides the field parameters under which the dynamics are
adiabatic. Control of molecular orientation of the LiCs
molecule in static electric fields through radiative rotational
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transitions was studied by Mayle, González-Férez, and
Schmelcher (2007).
Orientation and alignment drastically decrease with temper-

ature. As temperature increases, the initial state of the
dynamics becomes more and more a statistical mixture of
rotational states which tends to misalign or misorient the
molecule. This difficulty can be overcome by considering
state-selected molecules. This can be achieved in a seeded
supersonic expansion. Because of collisions with the buffer
gas, molecular rotation is cooled down to typically a few
kelvin so that only the lowest rotational states are populated.
A strong inhomogeneous static electric field is applied in a
second step to select polar molecules in a single or a few
individual rotational quantum states. The produced state-
selected molecules are then used to generate very high
laser-induced alignment and orientation. This idea was real-
ized experimentally in a series of studies (Filsinger et al.,
2009; Ghafur et al., 2009; Holmegaard et al., 2009; Mun
et al., 2014; Luo et al., 2015) with state-selected molecules.
The control fields were theoretically optimized by Rouzée
et al. (2009) to improve the efficiency of the alignment or
orientation process.

3. Orientation by two-color femtosecond lasers and THz field

As in the adiabatic regime, the generation of molecular
orientation by two-color femtosecond laser pulses is based
on the light-matter interaction involving the molecular polar-
izability and hyperpolarizability terms. This method was
proposed and studied theoretically by Vrakking and Stolte
(1997) and Tehini and Sugny (2008) and demonstrated
experimentally by De et al. (2009) and Kraus, Baykusheva,
and Wörner (2014). A comparison between this mechanism
and a two-color laser-induced orientation based on ionization
depletion was made by Spanner et al. (2012). In the second
process, the pulse selectively ionizes molecules according to
their orientation angles. An experimental observation of the
transition between these two mechanisms was done by
Znakovskaya et al. (2014). Other theoretical studies have
investigated the conditions required to maximize the achieved
degree of orientation. Wu and Zeng (2010) showed that field-
free orientation can be strongly enhanced if a second in-phase
or antiphase dual-color laser pulse is applied at the revival or
half-revival time. Yun et al. (2011) observed that the parity of
excited rotational states is a crucial parameter in the enhance-
ment of molecular orientation. Phase dependence of molecular
orientation in a two-color excitation process was investigated
by Qin et al. (2014). Alignment enhanced orientation obtained
from a delay between single- and two-color laser pulses was
also demonstrated by Zhang, Lu et al. (2011) and Tehini et al.
(2012) and observed experimentally by Ren et al. (2014).
Field-free orientation by other control protocols with short
pulses of different colors was studied (Zhdanov and Zadkov,
2008; Chen, Wu, and Zeng, 2010; Zhang, Shi et al., 2011).
The efficiency of a multicolor laser field with a superposition
of the fundamental wave and its harmonics was analyzed by
Zhang, Shi et al. (2011). Two circularly polarized pulses of
different wavelengths can also be used to orient molecules
(Chen, Wu, and Zeng, 2010). Zhdanov and Zadkov (2008)
showed that molecular orientation can be generated by a three-
color laser field even at room temperature.

Orientation by THz fields has been the subject of an intense
theoretical activity to determine the feasibility as well as the
efficiency of the control process. The typical timescale of a
THz pulse is of the same order as the rotational period, leading
to direct one photon transitions between rotational states. A
THz field with a highly asymmetrical temporal shape imparts
a sudden momentum kick through the permanent dipole
moment and thereby orients the molecule. However, due to
limitations to current pulse shaping techniques, only half-
cycle and few-cycle pulses can be generated experimentally.
The efficiency of the kick mechanism and its robustness
against temperature effects were studied theoretically (Dion
et al., 1999; Machholm and Henriksen, 1999, 2001; Matos-
Abiague and Berakdar, 2003; Sugny et al., 2004b; Lapert and
Sugny, 2012; Ortigoso, 2012; Shu and Henriksen, 2013). The
combination of THz excitation with a far-off-resonant laser
field was investigated by Daems, Guérin, Sugny, and Jausin
(2005), Gershnabel, Averbukh, and Gordon (2006a, 2006b),
Shu et al. (2008), Hu et al. (2009), and Kitano, Ishii, and
Itatani (2011). A high degree of orientation can also be
generated by a train of half-cycle pulses (Sugny et al., 2004a;
Dion, Keller, and Atabek, 2005). Experimental demonstra-
tions have been achieved more recently for linear (Fleischer
et al., 2011; Egodapitiya, Li, and Jones, 2014), symmetric
(Babilotte et al., 2016), and asymmetric-top molecules
(Damari, Kallush, and Fleischer, 2016). More complex control
scenarios have been explored theoretically using, to mention a
few, a two-color laser field and a THz pulse (H. Li et al., 2013)
or a THz few-cycle field with a specific phase (Shu et al.,
2009; Qin et al., 2012). Fleischer, Field, and Nelson (2012)
showed theoretically and experimentally that quantum coher-
ences in a rotational system can be manipulated by two
properly delayed THz pulses.

4. Optimal control for alignment and orientation

Optimization techniques have been widely used to theo-
retically design control fields maximizing orientation and
alignment. The controllability aspects have been described in
Sec. II.E. Manipulating molecular rotation by laser fields
represents an ideal control problem because the Hamiltonian
is known with very high precision—only the rotational
constants and the permanent and induced dipole moments
are needed for computing the dynamics. Good agreement
between theory and experiment is usually observed.
Therefore, an open-loop optimization process, which is based
only on the knowledge of the quantum system (Glaser et al.,
2015), is expected to result in improved performance. A
pioneering study on the subject was carried out by Judson
et al. (1990), who explored the question of controllability as
well as the numerical design of optimal pulses. Also, note that
a parallel can be made with spin dynamics in which optimal
control fields are known to be experimentally very efficient
(Kobzar et al., 2005; Lapert et al., 2010; Skinner et al., 2012;
Glaser et al., 2015).
To simplify the description of the control process, we

consider the optimization of the degree of orientation of a
linear molecule by a linearly polarized electric field. The goal
is to maximize at a given time t the expectation value hcos θ̂i,
where θ is the angle between the molecular axis and the
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polarization direction. These arguments can be generalized to
molecular alignment and to the control of symmetric- and
asymmetric-top molecules. From a theoretical point of view,
the main difficulty for the optimization procedure comes from
the infinite dimension of the Hilbert space of the quantum
system. The operator cos θ̂ has a continuous spectrum and one
cannot define a target state that saturates the maximum
orientation. This target state, i.e., the eigenstate of cos θ̂ with
the largest (or smallest) eigenvalue, does not belong to the
Hilbert space and is physically not relevant since it can be
expressed only as an infinite linear combination of spherical
harmonics. An alternative strategy to define a target state
consists of selecting a finite-dimensional subspace of the
physical Hilbert space. A standard choice is to fix a maximum
value jopt of the angular momentum and to consider the space
Hopt spanned by the states jj; mi with j ≤ jopt. The projection

of cos θ̂ onto Hopt has a discrete spectrum and a target state
maximizing the orientation can thus be defined (Sugny et al.,
2004a). Note that, in order to avoid numerical artifacts, the
numerical computations should be performed in a larger
Hilbert space with j > jopt. Another option is to optimize

hcos θ̂i directly but with a penalization on the pulse energy to
avoid populating high j levels, which would require a very
intense laser field (Salomon, Dion, and Turinici, 2005; Abe
and Ohtsuki, 2011).
Different optimization methods have been used in the

literature for maximizing molecular orientation and align-
ment. Pulses with a fixed duration were derived with numeri-
cal optimal control algorithms from either a target state or the
maximization of the expectation value of an observable (Hoki
and Fujimura, 2001; Salomon, Dion, and Turinici, 2005;
Nakagami, Mizumoto, and Ohtsuki, 2008; Nakajima, Abe,
and Ohtsuki, 2012). The control time was optimized by
Ndong, Koch, and Sugny (2014). Different extensions of
the standard algorithms were proposed to account for some
specific experimental constraints such as the requirement of a
zero-area field (Sugny et al., 2014; Shu, Ho, and Rabitz,
2016), spectral constraints (Lapert, Tehini et al., 2009), fields
with specific shape constraints (Abe and Ohtsuki, 2011; Liao
et al., 2013; Yoshida and Ohtsuki, 2014, 2015), and different
polarizations (Lapert, Hertz et al., 2009; Abe and Ohtsuki,
2012). Polarizability and hyperpolarizability terms lead to
a nonlinear interaction between the molecular system and
the control field. Different optimization procedures were
proposed for this kind of dynamics (Lapert et al., 2008;
Nakagami, Mizumoto, and Ohtsuki, 2008a; Ndong et al.,
2013). Other situations with isotope selectivity (Nakajima
et al., 2017) and control by microwave pulses (Chi and Chen,
2008) have also been explored. Because of the computational
complexity of the quantum dynamics, optimal control of
asymmetric-top molecules is not at the same stage of develop-
ment, even if some recent studies have started investigating this
aspect (Artamonov and Seideman, 2010; Coudert, 2017, 2018).
Molecular rotation can also be studied from the perspective of
quantum tracking control in which the goal is to steer the
expectation values of specific observables along desired paths
in time. Analytical and singularity-free expressions for fields
capable of controlling the orientation of a planar molecule were
derived by Magann, Ho, and Rabitz (2018).

In all these examples, the derived optimal pulses are
generally very efficient but cannot be directly implemented
experimentally with the current state-of-the-art pulse shaping
techniques. In view of experimental applications, another
approach, based on a closed-form expression for the control
field which then depends on a finite number of parameters,
was developed (Skinner and Gershenzon, 2010). The para-
metrization of the field is chosen to satisfy specific exper-
imental constraints or limitations, corresponding to those of
the pulse shapers. At the second step of the optimization
procedure, the optimal values of the parameters can be
determined by using global optimization procedures such
as genetic algorithms in the time or frequency domain (Ben
Haj-Yedder et al., 2002; Dion et al., 2002; Leibscher,
Averbukh, and Rabitz, 2003, 2004; Dion, Keller, and
Atabek, 2005; Hertz, Rouzée et al., 2007; Rouzée et al.,
2011). The diversity of the potential optimal control solutions
was explored by Shir et al. (2008). This approach leads to
efficient and experimentally relevant control pulses.
Experimental pulse shaping devices, for laser pulses,

operate in the frequency domain by tailoring the spectral
phase and amplitude of the field over a given bandwidth
(Weiner, 2000). More precisely, the spectral phase and
amplitude are two piecewise constant functions with a number
of pixels typically equal to 64, 128, or 256. These pixels are
equally spaced in the frequency interval defined by the
bandwidth. The shaping of THz pulses is not yet at the same
stage of development, although recent years have seen
impressive experimental development; see, e.g., Ahn et al.
(2003), D’Amico et al. (2009), Vidal et al. (2014), and
Gingras et al. (2018) to mention but a few. These studies
show that the shape of the generated THz wave form can be
optimized to some extent. Moreover, the central frequency can
be tuned and the width of the spectrum can be modified.

B. Generation of unidirectional rotation and 3D alignment via
polarization control

A much more challenging goal than 1D alignment is to
generate 3D alignment or more complicated dynamics
through the control of laser field polarization either in the
sudden or in the adiabatic regime. In 3D alignment, the three
molecular axes are forced to be aligned along given fixed axes
in space. The idea behind this research program is to make
progress toward full control of the rotational motion.
We start by discussing sudden control of molecular rotation.

Since the duration of field-free alignment of a linear molecule
along a given fixed direction is intrinsically limited by the
rotational dynamics, a less demanding objective is to perma-
nently confine the molecular axis in a plane. Such a planar
alignment has no intrinsic limit as shown by Lapert, Hertz
et al. (2009). Since, for linear molecules, the angular
momentum is orthogonal to the molecular axis, this control
is equivalent to the alignment of the angular momentum. It
was successfully achieved in the experiment by Hoque et al.
(2011), applying two short laser pulses properly delayed and
polarized in orthogonal directions. The simulated angular
distribution of the CO2 molecule after interaction with the
laser pulses is displayed in Fig. 6. As proposed theoretically
by Fleischer et al. (2009) and realized experimentally by
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Kitano, Hasegawa, and Ohshima (2009), orientation of the
angular momentum can be obtained with the same control
sequence, but using two pulses with linear polarization tilted
by 45° with respect to each other. Such an arrangement leads
to an asymmetric distribution of the rotational population in
states with positive and negative values of the quantum
number m. This excitation induces the rotation of the
molecules in a preferential direction, clockwise or counter-
clockwise. The same control strategy can even induce
molecular orientation in specific asymmetric chiral molecules
whose polarizability tensor is nondiagonal in the molecular
frame (Yachmenev and Yurchenko, 2016; Gershnabel and
Averbukh, 2018; Tutunnikov et al., 2018). Other control
procedures can be used to generate unidirectional rotation
of the molecular axis such as a spinning linear polarization
(Karras, Ndong et al., 2015) and a chiral train of laser pulses
(Zhdanovich et al., 2011; Floß and Averbukh, 2012a). The
rotational Doppler effect can be used to measure the rotation
of spinning molecules as proposed and shown by Korech et al.
(2013), Steinitz, Prior, and Averbukh (2014), and Karras,
Ndong et al. (2015). A field-free two-direction alignment
alternation can be induced by short elliptic laser pulses
(Daems et al., 2005; Maan, Ahlawat, and Prasad, 2016).
Unidirectional rotation can be produced in the adiabatic

regime with a much larger efficiency (Karczmarek et al.,
1999). This was first experimentally observed by Villeneuve
et al. (2000), introducing the concept of the optical centrifuge.
Spinning of molecules to very high angular momentum states
is induced by a ∼100-ps-long laser pulse with a rotating
polarization axis. Such an excitation can be sufficient to break
molecular bonds. Dissociation and multiple collision proc-
esses were used for the identification of the formation of
superrotors (Villeneuve et al., 2000; Yuan et al., 2011). These
new molecular objects were further studied, measured, and
controlled by Korobenko, Milner, and Milner (2014) from a
coherent detection technique using a probe beam. The
dynamics and the physical properties of these structures were
then studied in a series of papers. The magneto-optical

properties of paramagnetic superrotors were investigated
by Milner, Korobenko, Floß et al. (2015). Ultrafast magneti-
zation of a dense molecular gas was achieved by Milner,
Korobenko, and Milner (2017). Steinitz, Prior, and Averbukh
(2012) showed numerically that the collisions in a dense gas of
unidirectionally rotating molecules can induce macroscopic
vortex gas flows. A two-dimensional centrifuge was proposed
as a tool to produce long-lived alignment (Milner, Korobenko,
and Milner, 2016). A complete theoretical description of
the generation of asymmetric superrotors was given by
Omiste (2018).
Linearly polarized pulses can be used to align the most

polarizable axis of asymmetric-top molecules along the
polarization direction (Péronne et al., 2004; Rouzée et al.,
2006; Holmegaard et al., 2007). However, the ultimate goal in
the control of the rotation of such molecules is 3D alignment
or orientation where all three molecular axes are forced to be
aligned or oriented along the three directions of the space-
fixed frame. Such a degree of control requires to go beyond
linearly polarized laser fields. Three-dimensional alignment
was achieved for the first time experimentally with an
elliptically polarized nanosecond pulse by Larsen et al.
(2000) and Viftrup et al. (2007, 2009) combining nanosecond
and femtosecond laser pulses polarized in orthogonal direc-
tions. Three-dimensional orientation was observed by Tanji,
Minemoto, and Sakai (2005), using a combination of an
electrostatic and an elliptically polarized laser field. Field-free
3D molecular alignment was first demonstrated by Lee et al.
(2006) with two time-delayed, orthogonally polarized femto-
second laser pulses. The same observation was made by
Rouzée et al. (2008) with a short elliptically polarized field
and by Ren, Makhija, and Kumarappan (2014) with a
sequence of impulsive laser pulses with different ellipticities.
Optimal control techniques have been used to theoretically
study the extent to which asymmetric-top molecules can
be aligned along the three directions at the same time
(Artamonov and Seideman, 2010). Laser field-free 3D ori-
entation of asymmetric-top molecules was achieved by Takei
et al. (2016) with combined weak electrostatic and elliptically
polarized laser fields. The first all-optical field-free orientation
was demonstrated with two-color fields (Lin et al., 2018).
In addition to rotational degrees of freedom, it is also

interesting to control the molecular torsion, that is, the angle
between the different groups of atoms around a molecular
bond. The control of torsional angles is a crucial step for the
development of emerging technologies such as molecular
electronics. The first theoretical proposal was brought forward
by Ramakrishna and Seideman (2007b). Adiabatic torsional
quantum control was studied by Coudert, Pacios, and Ortigoso
(2011) and Ortigoso and Coudert (2013). Modeling of tor-
sional control was explored by Coudert (2015) and
Grohmann, Leibscher, and Seideman (2017) to analyze the
number of internal molecular coordinates to account for in this
dynamical process as well as the validity of reduced dimen-
sionality models. Floss et al. (2012) showed that laser-induced
torsional alignment depends on the nuclear spin of the
molecule, which leads to selective control of nuclear spin
isomers. The interplay between the torsional and the rotational
motion of aligned molecules was studied theoretically by
Omiste and Madsen (2017) and Grohmann, Seideman, and

FIG. 6. Angular distribution of the CO2 molecule after inter-
action with two short pulses polarized in orthogonal directions.
Note the planar alignment of the molecule in the ðx; yÞ plane.
From Hoque et al., 2011.
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Leibscher (2018). Torsional motion was found to have a
strong impact on the rotational dynamics. Control over the
torsional motion was demonstrated experimentally and theo-
retically by Madsen et al. (2009) and Hansen et al. (2012)
where a nanosecond elliptically polarized laser pulse is used to
produce 3D alignment of the molecules while a linearly
polarized short pulse initiates torsion. A pair of delayed
linearly polarized laser pulses was used by Christensen
et al. (2014) to generate torsional motion in substituted
benzene rings.

C. Detection of alignment and orientation

The experimental measurement and quantification of
molecular alignment and orientation is important to estimate
the efficiency of the control process and to probe the angular
distribution of the generated rotational wave packet. Both
destructive and nondestructive measurement techniques have
been developed.
The first strategy to estimate the molecular alignment is

based on the substantial modification of rotational eigenstates
when the molecule is subject to a strong laser pulse. Rotational
spectroscopy can therefore be used to observe and measure
alignment (Kim and Felker, 1996, 1997, 1998). Another way
to quantify alignment is to use a destructive technique based
on an intense probe, which breaks the aligned molecule, and
the measurement of the angular distribution of the corre-
sponding fragments (Larsen et al., 1998, 1999; Sakai et al.,
1999). More precisely, a pulse ionizes the molecule, which
leads to a Coulomb explosion (Amini et al., 2017). The
produced ions are then detected by measuring the three-
dimensional velocity of each fragment, either the full 3D
vector or its 2D projection on a detector screen where the third
projection of the ion’s velocity can be extracted from the time
of flight. For a linear molecule and a sufficiently fast
dissociation process, the velocities of the fragments are
parallel to the molecular axis and the measured distribution
reflects therefore the laboratory-frame molecular orientation.
This measurement can be performed in one or several
directions. Direct imaging of rotational wave-packet dynamics
of linear molecules was achieved by Dooley et al. (2003). The
ion produced by Coulomb exploding the molecule is detected
in a series of measurements carried out at different times. This
information allows for the reconstruction of the molecular
angular distribution function. Note that recent progress has
been made in the Coulomb explosion imaging techniques
(Underwood et al., 2015; Christensen et al., 2016; Amini
et al., 2017). Rotating molecular wave packets were visualized
recently by Lin et al. (2015) and Mizuse et al. (2015).
A nonintrusive observation of molecular alignment can

be performed through a weak probe which is aimed at
measuring the optical properties of the gas of aligned
molecules. It can be shown that the macroscopic measure
of birefringence is related to the degree of alignment (Renard
et al., 2003; Renard, Renard et al., 2004). This technique
can be generalized to measure the alignment along two
orthogonal directions (Hertz, Daems et al., 2007).
Molecular dichroism can be used in a comparable way as
birefringence to estimate the alignment of the molecules
(Lavorel et al., 2016). Furthermore, degenerate four-wave

mixing has been employed for measuring the degree of
alignment (Ren, Makhija, and Kumarappan, 2012).
Nonintrusive methods have also been developed to measure

molecular orientation. When a molecular sample is oriented
by laser excitation, a free-induction decay (FID) is emitted by
the gas (Fleischer et al., 2011; Babilotte et al., 2016). The FID
can be connected to the degree of orientation of the molecule.
In particular, it can be shown that the emitted THz field is
proportional to the time derivative of hcos θi (Fleischer et al.,
2011; Babilotte et al., 2016). The observed experimental
signal can be reproduced with good accuracy by numerical
simulations (Babilotte et al., 2016). It was recently shown that
FID leads to a decay of molecular orientation which is not
observed for nonpolar molecules (Damari, Rosenberg, and
Fleischer, 2017).
High-order harmonic generation (HHG) from aligned

molecules was first observed experimentally by Velotta et al.
(2001). Theoretically, the Hþ

2 model system was studied in
this respect by Hay et al. (2002). The role of orbital symmetry
in HHG was discussed by Nalda et al. (2004). It was shown
that the minimum high-harmonic yield is obtained when the
molecular axis is parallel to the polarization direction. HHG
was then studied theoretically by Ramakrishna and Seideman
(2007a), showing, in particular, that information about the
molecule and its rotational dynamics can be extracted
from the HHG spectra (Ramakrishna and Seideman, 2008;
Ramakrishna et al., 2010). HHG was also experimentally
analyzed in different studies (Levesque et al., 2007; Yoshii,
Miyaji, and Miyazaki, 2008; Rupenyan et al., 2012). The
characteristics of oriented wave packets were studied via HHG
by Frumker, Hebeisen et al. (2012), Frumker et al. (2012), and
Kraus, Rupenyan, and Wörner (2012). Complex revival
dynamics of rotational wave packets were measured via
Coulomb imaging and HHG by Weber, Oppermann, and
Marangos (2013). HHG from spinning molecules was also
observed (Faucher et al., 2016; Prost et al., 2017; He et al.,
2018). The rotational Doppler shift in the harmonics fre-
quency was observed by Faucher et al. (2016) and Prost et al.
(2017). HHG was recently used to probe the spinning
dynamics in real time (He et al., 2018).
Imaging a polyatomic molecular structure can also be

achieved with the laser-induced electron diffraction technique
as proposed by Peters et al. (2011). The approach is based on
measuring the photoelectron diffraction pattern which enc-
odes information about the geometry of the molecule’s nuclei.

D. Applications of molecular alignment

Molecular alignment results in a highly peaked angular
distribution of the rotational wave packet. It is generally used
as a preparation step for further interactions or chemical
processes. The decisive role of molecular alignment has been
shown in a growing number of applications such as molecular
imaging and selectivity, the control of molecular scattering,
and ionization, to name a few. One can also make use of
molecular alignment for probing collisional relaxation and
enhancing the interaction of a molecule with a surface. Since a
large number of applications of laser aligned molecules have
emerged during the past few years, only the recent develop-
ments will be reviewed in this work and we refer the reader to
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earlier reviews discussing these aspects (Stapelfeldt and
Seideman, 2003; Seideman and Hamilton, 2005; Lemeshko
et al., 2013). Note that the rotational dynamics in an
environment is discussed in Sec. VI.
During the past two decades, alignment has been shown to

be crucial in chemical reactions and stereochemistry for
studying molecular structure (Itatani et al., 2004; Torres et al.,
2007), HHG (Hay et al., 2002; Kanai, Minemoto, and Sakai,
2005, 2007), as well as in nanoscale design (Seideman, 1997c)
and quantum computing (Shapiro et al., 2003). In a molecular
gas, it was shown experimentally that field-free molecular
alignment can be used to track collisional relaxation (Viellard
et al., 2013; Karras et al., 2014). Strong alignment is also a
way to tailor the dipole force of a molecule by tuning the
effective molecular polarization (Purcell and Barker, 2009).
Molecular images can be obtained from high-order har-

monics generated by aligned molecules. This technique was
used to obtain photoelectron angular distributions in ioniza-
tion (Le et al., 2009). Imaging isolated molecules is made
possible through diffraction with external sources of femto-
second x-ray pulses (Ho and Santra, 2008; Küpper et al.,
2014) or femtosecond electron pulses (Reckenthaeler et al.,
2009; Blaga et al., 2012; Hensley, Yang, and Centurion, 2012;
Boll et al., 2013). Aligned molecules were recently imaged by
diffraction with internal electron pulses, a technique called
laser-induced electron diffraction (Wolter et al., 2016).
A molecular movie of bond breaking in a small linear

molecule was realized by measuring molecular frame photo-
electron angular distributions (Bisgaard et al., 2009). Nodal
planes of orbitals in strong-field ionization were imaged by
Holmegaard et al. (2010). In addition, charge migration in
molecular cations was measured on an attosecond time scale
by using high-order harmonic spectroscopy of oriented
molecules (Kraus et al., 2015).
The crucial role of molecular alignment on molecular

scattering was shown in several studies (Gershnabel and
Averbukh, 2010a, 2010b; Gershnabel, Shapiro, and
Averbukh, 2011; Kim et al., 2016). The degree of alignment
modifies the dipole force felt by the molecules, and therefore
the scattering of molecules in external fields can be controlled.
Molecular alignment can also help to understand the complex
structures of molecular attosecond transient-absorption spec-
tra (Baekhøj and Madsen, 2016). Rotationally aligned wave
packets can be used to probe the structure and dynamics of
molecular clusters (Galinis et al., 2014). The principle of a
nanoscale molecular switch driven by molecular alignment
was proposed by Reuter, Sukharev, and Seideman (2008).
The conductance of the system switches according to the
position of the molecule with respect to the field polarization
axis. Alignment-dependent ionization of linear molecules was
studied by Petretti et al. (2010) and measured by Pavicic et al.
(2007) and Xie et al. (2014).
Another much discussed application of alignment is

molecular selectivity. Laser control of molecular alignment
was first applied to selective manipulation of multicomponent
isotopic mixtures (Fleischer, Averbukh, and Prior, 2006).
Spin-selective alignment of orthomolecular and paramolecular
spin isomers at room temperature was experimentally dem-
onstrated by Fleischer, Averbukh, and Prior (2007). Selective
rotational excitation of molecules using a sequence of

ultrashort laser pulses was experimentally explored by
Zhdanovich et al. (2012), leading to the discrimination of
isotopologues and paraisomers and orthoisomers. Nuclear
spin-selective alignment for molecules with four different
nuclear spin isomers was investigated by Grohmann and
Leibscher (2011). Isotope-selective ionization with a specific
train of femtosecond laser pulses was proposed by Akagi
et al. (2015).

IV. DYNAMICAL PHENOMENA IN THE ROTATION
OF MOLECULES

For understanding and controlling the dynamics of mole-
cules, it is useful to prepare the molecules in a well-defined
initial state. Two basic strategies exist—cooling a trapped
sample of molecules to such low temperatures that eventually
all excitations are frozen out, or selecting a specific internal
state with an external field. The rotational structure of the
molecules is important for both strategies. We first briefly
review progress in trapping, cooling, and state preparation,
differentiating between neutral molecules and molecular ions
in Secs. IV.A and IV.B, respectively, and then spotlight
possible control scenarios starting from molecules in a single
quantum state.

A. Rotationally cold neutral molecules

Laser cooling is a key tool for preparing samples of
ultracold neutral atoms (Metcalf and van der Straten,
1999). One route to creating samples of trapped, state-selected
ultracold molecules has thus been to first laser cool atoms,
then associate atoms to molecules using magnetic field control
of Feshbach resonances (Chin et al., 2010) and transfer these
molecules to a desired final state using stimulated Raman
adiabatic passage (Danzl et al., 2008; Lang et al., 2008; Ni
et al., 2008; Ospelkaus et al., 2008; Ospelkaus, Ni, Quéméner
et al., 2010). In addition to making molecules using a
magnetic field, photoassociation, i.e., using a laser field to
create the bond, has also been shown to allow for the
preparation of ultracold molecules in their absolute ground
state (Kerman et al., 2004; Deiglmayr et al., 2008; Viteau
et al., 2008; Manai et al., 2012). State selectivity is either
afforded by the specific level structure of the molecule, as in
the case of RbCs (Kerman et al., 2004) and LiCs (Deiglmayr
et al., 2008), or can be enforced using rovibrational laser
cooling based on broadband optical pumping (Viteau et al.,
2008; Manai et al., 2012). While this progress is impressive
and has allowed, for example, one to observe quantum-state
controlled chemical reactions (Ospelkaus, Ni, Wang et al.,
2010), the strategy to associate molecules from ultracold
atoms is limited to molecules consisting of atomic species
that are straightforward to cool, i.e., alkali and alkaline-
earth atoms.
In contrast, direct laser cooling of molecules should be

applicable to other molecular species but has long been
thought impossible. Since laser cooling relies on scattering
many photons, it requires a closed cooling cycle between two
(or a few) energy levels. The complex internal level structure
of molecules seems to impede isolating a closed cooling
cycle. Certain molecules, however, in particular, alkaline-earth
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monohydrides and diatomic molecules with a similar elec-
tronic structure, possess a level structure that is favorable to
laser cooling (Di Rosa, 2004). Strontium monofluoride
(Shuman et al., 2009; Shuman, Barry, and DeMille, 2010)
and yttrium (II) oxide (Hummon et al., 2013) have thus been
laser cooled to temperatures of a few millikelvin.
Rotational state control, for example, using microwave

fields (Ospelkaus, Ni, Quéméner et al., 2010), is an important
tool for preparing cold molecules. Mixing rotational states
with microwave fields provides a way to close loss channels
and thereby enhance cooling efficiency (Yeo et al., 2015).
While the complex internal level structure of molecules
implies a potential hurdle not only for laser cooling, but also
for magneto-optical trapping, Barry et al. (2014) were able to
demonstrate three-dimensional trapping of strontium mono-
fluoride. In this study, it was key to properly account for the
rotational level structure in the design of the trap. Laser
cooling was recently extended to calcium and ytterbium
monofluoride (Anderegg et al., 2017, 2018; Truppe et al.,
2017; Lim et al., 2018), species which are candidates for
quantum simulation and measuring the electron’s dipole
moment. Chemical substitution rules allow one to further
extend the range of molecules that can directly be laser cooled
to polyatomics (Isaev and Berger, 2016). Thus, for triatomic
SrOH, the reduction of temperature in one dimension to the
submillikelvin range was recently achieved by Kozyryev
et al. (2017).
One alternative to laser cooling is evaporative cooling

which often also makes use of the rotational structure.
Microwave-forced evaporative cooling has been demonstrated
for neutral hydroxyl molecules (Stuhl et al., 2012). A direct
observation of collisions between trapped, naturally occurring
molecules (O2 molecules) was recently reported by Segev
et al. (2019). Another alternative is provided by sisyphus
cooling where the reduction of energy and the export of
entropy are separated (Zeppenfeld et al., 2009). The latter
comes with the advantage of being directly applicable to
polyatomic molecules (Zeppenfeld et al., 2012; Glöckner
et al., 2015). This technique has so far produced the largest
number of state-selectively prepared neutral molecules at
submillikelvin temperatures (Prehn et al., 2016).

B. Rotationally cold molecular ions

The key tool to preparing molecular cations in a well-
defined initial state is sympathetic cooling with laser-cooled
atomic cations forming a Coulomb crystal (Willitsch, 2012).
For molecular anions, much less progress has been made so
far, although direct laser cooling is predicted to be feasible at
least for some species (Yzombard et al., 2015). Sympathetic
cooling of cations relies on elastic collisions of a molecular
ion with an atomic ion which are governed by the long-range
Coulomb interaction. This transfers the molecule’s kinetic
energy to the atom from where it is removed by laser cooling
(Mølhave and Drewsen, 2000). However, due to the frequency
mismatch between the normal modes of the Coulomb crystal
and the rovibrational transitions of the molecule, vibrations
and, most notably, rotations are not cooled (Willitsch, 2012).
One remedy consists of rotational laser cooling where either a
small number of carefully chosen rovibrational transitions

(Vogelius, Madsen, and Drewsen, 2002; Schneider et al.,
2010; Staanum et al., 2010) or broadband optical pumping
(Lien et al., 2014) allow for the accumulation of population in
the rotational ground state. Because of the finite number of
states to be addressed, rotational laser cooling may even be
used to realize controlled population transfer into a selected
hyperfine state (Bressel et al., 2012). Cooling rotations may
also be brought about by a buffer gas (Hansen et al., 2014).
Alternatively, molecular ions can be created state selectively
in the first place by photoionization into a specific rovibronic
state (Tong, Winney, and Willitsch, 2010). Care then needs to
be taken to avoid rotational excitation during the subsequent
sympathetic cooling (Berglund, Drewsen, and Koch, 2019).
Rotational state selectivity can also be achieved by projective
measurements (Vogelius, Madsen, and Drewsen, 2006; Chou
et al., 2017). While most experiments have been carried out
for diatomic molecular ions, sympathetic cooling can also be
employed for larger molecular ions (Ostendorf et al., 2006;
Højbjerre et al., 2008). The state-selective preparation of
polyatomic molecular ions in a trap remains, however, an open
goal to date (Patterson, 2018).
A key application of trapped and translationally as well as

rotationally cold molecular ions is chemical reaction dynamics
(Willitsch, 2012). In particular, Coulomb-crystallized ions
have allowed one to observe single-ion reactions (Drewsen
et al., 2004; Staanum et al., 2008) and ion-neutral reactions at
ultralow energy as recently reviewed by Zhang and Willitsch
(2018). Precision spectroscopy represents another important
area of application for state-selectively prepared molecular
ions (Calvin and Brown, 2018). In particular, cold molecular
ions could be used for mass spectroscopy (Schiller and
Korobov, 2005; Alighanbari et al., 2018), in optical clocks
(Schiller, Bakalov, and Korobov, 2014), and to experimentally
measure molecular parameters (Berglund, Drewsen, and
Koch, 2015). The latter proposal specifically exploits the
rotational dynamics of a state-selectively prepared, trapped
molecular ion in a Ramsey-type interferometer to determine
the polarizability anisotropy.

C. Rotating molecules as a test bed for exploring
quantum phenomena

Experiments on the rotational dynamics of laser-kicked
molecules represent a new testing ground where fundamental
quantum phenomena can be studied. These observations also
have implications for the understanding of laser controlled
molecular processes. The first example is given by rotational
echoes. Since its discovery in magnetic resonance in the
1950s, echo has become a well-known phenomenon which
has been observed in many different situations, in both
classical and quantum physics (Lin et al., 2016). Recently,
a new type of echo based on rotational dynamics has been
proposed and demonstrated experimentally: Echoes occur in
an ensemble of molecules due to an excitation by a pair of
time-delayed laser kicks. The second pulse is able to reverse
the flow of time, thereby recreating the initial event.
Orientation and alignment echoes were observed by Karras,
Hertz et al. (2015). Fractional echoes were measured by
Karras et al. (2016) and Lin et al. (2017). The phenomenon of
rotational echoes was thoroughly described by Lin et al.
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(2016). Rephasing of centrifugal distortion by rotational
echoes was shown by Rosenberg et al. (2017). The dynamics
of rotational echoes and their dependence on the delay and
intensity of the excitation pulses were studied experimentally
and theoretically by Rosenberg, Damari, and Fleischer (2018).
Orientational echoes induced by THz fields were observed by
Lu et al. (2016).
The periodically kicked quantum rotor is another common

example in physics where quantum localization phenomena
such as Anderson localization or Bloch oscillations can be
observed. Rotational dynamics excited by a periodic train of
short laser pulses are a perfect testing ground in which such
properties can be exhibited both theoretically (Floß, Fishman,
and Averbukh, 2013; Floß and Averbukh, 2014) and exper-
imentally (Floß et al., 2015; Bitter and Milner, 2016).
Floß and Averbukh (2012b) showed that a periodic train
of laser pulses can also be used for selective rotational
excitation in a molecular mixture. The effect of random
deviations of the train period was studied by Kamalov,
Broege, and Bucksbaum (2015).
Finally, chaotic dynamics of molecular rotors subject to a

periodic sequence of ultrashort laser pulses have been inves-
tigated. By controlling the initial wave packet, the rotational
distribution and the energy of the final state can be modified as
shown by Bitter and Milner (2017). Laser-induced molecular
alignment in the presence of chaotic rotational dynamics was
analyzed by Floß and Brumer (2017) for asymmetric-top
molecules subject to a static electric field. Numerical compu-
tations suggest that molecular alignment is robust against
rotational chaos. Such studies allow one to reveal the profound
connection between the classical and quantum regimes.

D. Chiral-sensitive rotational dynamics

Molecules without any improper axis of rotation, more
specifically chiral molecules belonging to the C1 symmetry
point group, offer a particularly interesting avenue for
quantum control. These molecules possess a permanent dipole
moment with nonzero components along all three principal
axes of inertia. They are necessarily chiral such that the two
stereoisomers, also termed enantiomers, are nonsuperposable
mirror images of each other. While enantiomers have the

same rotational constants and the same magnitude of dipole
moment components, the product of the three dipole moment
components differs in sign (Hirota, 2012; Patterson, Schnell,
and Doyle, 2013). This difference in sign can be probed by
microwave three-wave mixing spectroscopy (Patterson and
Doyle, 2013; Patterson, Schnell, and Doyle, 2013), cf. Fig. 7,
independent of the orientation of the molecules. To this end,
three rotational levels have to be chosen that are connected by
electric dipole transitions corresponding to the three orthogo-
nal dipole moments (Hirota, 2012; Patterson, Schnell, and
Doyle, 2013). Two of the transitions are driven by microwave
fields, possibly chirped (Shubert et al., 2014, 2016), whereas
the free-induction decay on the third transition is collected,
showing a phase shift of π between left-handed and right-
handed molecules (Patterson, Schnell, and Doyle, 2013). The
free-induction decay can be optimized by accounting for the
spatial degeneracy when choosing the pulse flip angles
(Lehmann, 2018). Using group theory, one can show that
indeed three orthogonal polarization directions are required to
pick up the desired phase shift in three-wave mixing
(Leibscher, Giesen, and Koch, 2019).
The first application of the microwave three-wave mixing

technique is to detect enantiomeric excess in a mixture
containing molecules of both handednesses (Patterson and
Doyle, 2013). Second, the phase shift picked up in the three-
wave mixing provides a handle for coherent control with the
goal of realizing enantiomer-selective excitation and separa-
tion (Král and Shapiro, 2001; Král et al., 2003; Li, Bruder, and
Sun, 2007; Jacob and Hornberger, 2012). The idea is to exploit
the enantio-sensitive phase for constructive (respectively,
destructive) interference when driving an additional transition.
First experiments confirmed the basic feasibility of such
enantiomer-specific rotational state transfer (Eibenberger,
Doyle, and Patterson, 2017; Pérez et al., 2017). Theoretical
proposals assuming zero temperature predict a contrast of
100% between enantiomers for a variety of three-wave mixing
schemes, including ones relying on adiabatic passage (Král
and Shapiro, 2001) or shortcuts to adiabaticity (Vitanov and
Drewsen, 2019). However, in the experiments, enantiomer-
selective enrichment of population in a specific rotational state
is limited by thermal population. An alternative approach,
more suitable to high temperatures, was brought forward by

FIG. 7. Chiral-sensitive three-wave mixing microwave spectroscopy: Right-handed and left-handed enantiomers of chiral molecules
with C1 symmetry possess three orthogonal electric dipole moment components, identical in magnitude but differing in sign for one of
the components. When rotational transitions are driven using two of the components and fluorescence is collected along the third
direction, the different sign accumulated in the three-wave mixing results in a relative phase of π between the two enantiomers. From
Patterson, Schnell, and Doyle, 2013.
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Yachmenev and Yurchenko (2016). Their proposal relies on
the enantiomers having a different sign in the off-diagonal
elements of the polarizability tensor. This property can be
exploited to excite a unidirectional rotation of two enantiom-
ers with a π phase shift, very similar to that in microwave
three-wave mixing. Furthermore, it is possible to extend
chiral-sensitive three-wave mixing spectroscopy from purely
rotational to rovibrational transitions (Leibscher, Giesen, and
Koch, 2019).
The close connection between the handedness of chiral

molecules and their rotational structure has further applica-
tions. It allows for enantioselective optical orientation by
using twisted polarization (Tutunnikov et al., 2018) and can
be exploited to determine individual components of the
optical activity pseudotensor of chiral molecules in rotational
spectroscopy (Cameron, Götte, and Barnett, 2016). Finally,
electric dipole based, enantiomer-selective excitation is not
limited to rotational transitions. Ordonez and Smirnova (2018)
provided a unified view of chiral-sensitive electric dipole
based excitation schemes, nicely connecting rotational three-
wave mixing with other chiral signatures such as photo-
electron circular dichroism (Lux et al., 2012).

V. ROTATIONAL STATES IN TWO-BODY COLLISIONS

The rotational structure of a molecule is crucial for under-
standing two-body interactions that are probed when the
molecule is made to collide with an atom or another molecule.
In addition to revealing details of the interaction potential,
collisions are at the core of many cooling protocols as
mediators of thermal equilibration. A key question is whether
elastic or inelastic collisions dominate. This determines the
feasibility of, e.g., sympathetic cooling. One important source
of inelasticity is transitions between the rotational states
during the collision. First, we briefly describe collision
physics and the role of rotational states and then focus on
orbiting resonances as a novel phenomenon that is particularly
promising for quantum control.

A. Role of rotational states in molecular collisions

Collision physics is usually studied by solving the two-
body Schrödinger equation (Levine, 2005). Cold collision
studies have by and large used the time-independent
framework of scattering theory (Krems, 2005, 2008;
Krems, Stwalley, and Friedrich, 2009; Lemeshko et al.,
2013; Kłos and Lique, 2018; Quéméner, 2018). It starts
from the differential and total cross sections which are the
observables measured in the experiment. When calculated
theoretically, they reflect the underlying theoretical model
and thus connect experiment and theory (Kłos and Lique,
2018). The theoretical model includes, in particular, the
interaction potential and couplings to external fields. The
cross sections can be expressed in terms of the S matrix or
the scattering amplitude for each partial wave which, in
turn, is obtained by calculating the scattering wave function
or its logarithmic derivative (Kłos and Lique, 2018). For
scatterers with internal degrees of freedom such as rotation,
the scattering wave function is expanded into a complete
orthonormal set of product wave functions for the relative

motion and internal degrees of freedom. While the radial
wave functions are determined by integration,1 eigenbases
for the other degrees of freedom, i.e., the end-over-end
rotation and internal motion, are employed. This results in
so-called coupled channel equations where each channel is
characterized by a set of quantum numbers for the end-over-
end rotation and internal motion. A very didactic introduc-
tion into how to choose the basis functions, derive, and
solve the resulting coupled channel equations was recently
provided by Krems (2018).
Coupling between the channels may be due to the inter-

particle interaction or external fields. For example, channels
corresponding to different rotational states may be coupled
due to an anisotropy of the interaction potential or due to an
electric field (Krems, 2008, 2018; Lemeshko et al., 2013).
Collisions changing only the internal rotational state may be
observed when the colliding molecule can be treated as a
rigid rotor. This is the case, e.g., for hydroxyl anions for
which absolute scattering rate coefficients for rotational state-
changing collisions with helium have been measured (Hauser
et al., 2015). For open-shell molecules or molecules with
hyperfine structure, rotations are coupled to electronic and
nuclear spins such that state-changing collisions become even
more likely (Krems, 2008). External field control may provide
a means to protect the molecule from state-changing collisions
and suppress inelasticities (Krems, 2008, 2018; Lemeshko
et al., 2013). For example, microwave coupling of rotational
states leads to long-range repulsive interactions between
ultracold polar molecules (Micheli et al., 2007; Gorshkov
et al., 2008; Karman and Hutson, 2018) and allows one to
control the molecular scattering length (Lassablière and
Quéméner, 2018).

B. Orbiting resonances in cold collisions

The kinetic energy of the end-over-end rotation involved
in a collision of two particles turns into a centrifugal barrier
upon a partial wave expansion. The potential barrier gives rise
to quasibound states called orbiting or shape resonances,
depending on the diffuseness of the resonance wave function.2

They correspond to a temporary trapping of probability
amplitude of the particles’ scattering wave function at short
interparticle separations. Orbiting and shape resonances can
thus be viewed as quantization of the scattering motion. If the
collision is reactive, this leads to an enhanced reaction rate, an
effect that becomes particularly pronounced at low collision
energy. Cold collisions thus provide an ideal test bed for
observing this quantum phenomenon.
The position of the rotational barrier coincides with the

long-range part of the interaction potential, at least for partial

1Note that this integration over the radial coordinate is typically
referred to as propagation in the scattering literature which is not to be
confused with propagation as in time evolution.

2Whereas the two terms are often used interchangeably in the
physics literature, the physical chemistry community distinguishes
orbiting and shape resonances according to their energy being above
or below the height of the rotational barrier, respectively. According
to this definition, orbiting resonances are much more diffuse than
shape resonances.
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waves with low angular momentum which are most relevant in
cold collisions. Orbiting and shape resonances can therefore
very accurately be described just in terms of the van der Waals
coefficient of the long-range potential in addition to the
reduced mass of the scattering complex (Gao, 2009;
Londoño et al., 2010).
Experimental observation of shape resonances has been

made possible by combining Penning ionization reactions
with the merged beam technique (Henson et al., 2012;
Lavert-Ofir et al., 2014; Jankunas et al., 2015). The latter
provides the capability to tune the collision energy over
several orders of magnitude, down to kBE in the millikelvin
regime (Shagam and Narevicius, 2013; Osterwalder, 2015).
Penning ionization occurs when an atom in a metastable
state has enough internal energy to ionize its collision
partner (Siska, 1993). Orbiting resonances have been
observed in collisions with both atoms and molecules
(Henson et al., 2012); see Fig. 8. They are sensitive to
small changes in the effective interaction from one molecu-
lar isotopologue to another (Lavert-Ofir et al., 2014) and to
the quantum state of the internal rotation in the case of a
molecular collision partner (Shagam et al., 2015; Klein
et al., 2017). The anisotropy of the interaction that occurs in
the Penning ionization of molecules, even when it is rather
small, plays a crucial role for shape resonances at low
energy (Klein et al., 2017). This can be rationalized in terms
of adiabatic potential energy curves obtained when sepa-
rating the relative motion’s rotation and vibration (Pawlak
et al., 2015, 2017). The character of the shape resonances,
i.e., the corresponding angular momentum quantum number,
is determined by comparison with scattering calculations.
This is somewhat unsatisfactory since even for diatomics,
the best, currently available potential energy curves are not
sufficiently accurate to correctly predict the scattering length
and thus the exact position and partial wave character of
orbiting and shape resonances (Londoño et al., 2010). An
alternative would be provided by combining Penning
ionization in merged beams with photoassociation spectros-
copy (Skomorowski et al., 2016), where the rotational
progression of the photoassociation spectrum would allow
for identifying the resonance character.
Recently, low-lying shape resonances have also been

observed using pulsed-field-ionization zero-kinetic-energy
photoelectron spectroscopy for the simplest examples of
collisions involving identical fermions and bosons, namely,
Hþ and H and Dþ and D, respectively (Beyer and Merkt,
2018).

C. Orbiting resonances in photoassociation

The scattering wave function’s enhanced probability ampli-
tude at short interparticle separation can also be exploited in
light-induced reactions. One such example is photoassociation
in an ultracold gas where two colliding particles are excited
by laser light into a bound level of a higher lying electronic
state (Jones et al., 2006; Koch and Shapiro, 2012). The initial
state for the photoassociation reaction is the thermal ensemble
of the trapped particles. An orbiting resonance becomes
visible if the resonance position matches the trap tempera-
ture. The corresponding signature is an enhancement of the
photoassociation rate, first observed for rubidium by Boesten
et al. (1996) which has a low-lying orbiting resonance at
about 300 μK kB.
For most colliding particles, the positions for the lowest

orbiting resonances lie at higher energies, corresponding
to a few or a few tens of millikelvin. However, manipulation
of the thermal cloud with an external field, for example, a
static electric field (Chakraborty, Hazra, and Deb, 2011) or a
strong off-resonant laser field (González-Férez and Koch,
2012), allows for shifting the position of a resonance to match
the trap temperature. When driving the photoassociation
reaction in the presence of these additional fields, rate
enhancements of up to several orders of magnitude are
predicted (Chakraborty, Hazra, and Deb, 2011; González-
Férez and Koch, 2012). In both theoretical proposals, very
high field strengths are required. The generation of the
required intensities in the case of nonresonant light is
challenging but within currently existing experimental
capability (González-Férez and Koch, 2012). Note that the
interaction Hamiltonian describing the coupling to the non-
resonant light is identical to the one used for laser-induced
alignment (Stapelfeldt and Seideman, 2003). However, since
the field is applied to a scattering complex instead of a tightly
bound molecule, the dependence of the polarizability
anisotropy on interparticle distance becomes important for
the dynamics, resulting in strong hybridization of the rovibra-
tional motion (González-Férez and Koch, 2012).

D. Control of collisions

The strong hybridization of the rovibrational motion that
nonresonant light exerts upon a collision complex previously
discussed is not only useful to enhance reaction rates but can
also be used to control the collision itself. On the one hand, the
nonresonant light modifies existing resonances in their posi-
tion and width (González-Férez and Koch, 2012; Tomza et al.,
2014) and also creates new resonances (Tomza et al., 2014).
These resonances, if present, dominate cold collisions. On the
other hand, nonresonant light is predicted to tune the effective
interaction strength in a cold collision, such as the scattering
length for s-wave collisions (Crubellier et al., 2017) and the
p-wave scattering volume (Crubellier et al., 2019). Thanks to
the long-range nature of the collision dynamics, this control is
well described by a universal asymptotic model, extending
the approach of Londoño et al. (2010) to the presence of
nonresonant light (Crubellier et al., 2015a). For field-dressed
orbiting resonances, the resonance properties were found to
scale approximately linearly in the field intensity up to fairly

(a) (b)

FIG. 8. Experimental observation of shape resonances in Pen-
ning ionization reactions. From Henson et al., 2012.
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large intensities, allowing for a perturbative single-channel
approach (Crubellier et al., 2015b).
In the examples discussed, the angular momentum asso-

ciated with the rotation of a collision complex provides a
handle to control the collision. Direct control over this
rotation in case of reactive collisions or, in other words,
control over the stereodynamics of a bimolecular reaction,
has been a long-standing goal in chemical physics. One way
to realize such control at extremely low temperature is
provided by tight confinement. It allows polar molecules to
approach each other only in “side-by-side” collisions and
lets Fermi statistics play out in full, suppressing the atom-
exchange reaction that would otherwise occur in a trapped
ultracold gas of KRb molecules (de Miranda et al., 2011).
In this experiment, the dipole moments of the polar
molecules were aligned using an external electric field.
Magnetic fields provide another means for controlling
chemical reaction stereodynamics (Aoiz et al., 2015).
Analytical models capture the essential physics of rotation-
ally inelastic collisions in electric (Lemeshko and Friedrich,
2008, 2009b) as well as magnetic fields (Lemeshko and
Friedrich, 2009a), allowing one to rationalize the dynamics
in terms of Fraunhofer scattering. In a recent experiment,
fixing the magnetic dipole moment of one of the collision
partners with a tunable magnetic field which in turn
determines the projection of the total angular momentum
onto the interparticle axis has allowed one to vary the
branching ratio between Penning and associative ionization
(Gordon et al., 2017), in line with an earlier theoretical
prediction (Arango, Shapiro, and Brumer, 2006).
While full control of collisions remains a wide open goal,

significant progress has been achieved in the control of so-
called half collisions. A prime example is photodissociation
where a laser pulse induces the breaking of a chemical bond
and thereby initiates the collision (Schinke, 1993). This
problem is much more amenable to quantum control since
the starting point is a single, coherent quantum state rather
than the scattering continuum (Koch and Shapiro, 2012; Koch,
2018). Photodissociation using shaped femtosecond laser
pulses has thus been one of the early success stories of
quantum control (Brixner and Gerber, 2003; Wollenhaupt,
Engel, and Baumert, 2005; Shapiro and Brumer, 2012). It
results, however, in energetically broad and quasiclassical
continuum wave packets. Progress in the control of half
collisions in the distinctly quantum regime has been more
recent. For example, theoretical proposals suggested to dis-
sociate weakly bound molecules into low-energy scattering
states using a magnetic field (Gneiting and Hornberger, 2010)
or a nonresonant laser pulse (Lemeshko and Friedrich, 2009c).
The latter introduces a centrifugal term which expels the
highest vibrational level from the potential that binds it
(Lemeshko and Friedrich, 2009c). Experimentally, manipu-
lation of a half-collision process at the level of rotational
states, producing well-defined quantum continuum states at
low energies where the traditional quasiclassical model of
photodissociation fails, was demonstrated by McDonald et al.
(2016). Precise quantum-state control of the molecules has
also allowed for controlling photodissociation into low-energy
continuum states using a magnetic field (McDonald et al.,
2018) and for observing the crossover from the distinctly

quantum mechanical to the quasiclassical regime (Kondov
et al., 2018).

VI. ROTATIONAL DYNAMICS IN AN ENVIRONMENT

In “realistic” experiments, molecular rotations naturally
take place in the presence of some kind of external bath be it
electromagnetic field noise, a solvent, or a crystal surface.
Since rotations occupy the low-energy part of the energy
spectrum (frequencies of 1–100 GHz or wavelengths of
3–300 mm), they can easily be altered by an interaction with
the surrounding medium. Controlling the effects of the
external environment on molecular rotational structure is
crucial for using molecules in quantum simulation and
computation, as described in Sec. VII. Furthermore, molecular
reactivity strongly depends on the relative orientation of
molecules with respect to one another. Therefore, under-
standing how an external environment (e.g., solvent, surface,
or solid-state matrix) affects molecular rotations is crucial to
control chemical reactions at the quantum level under realistic
experimental conditions. This, in turn, opens a new route for
controlled chemistry (Krems, 2008, 2018).

A. Blackbody radiation

An external environment that is ubiquitous and almost
unavoidable in experiment is electromagnetic field noise. For
example, blackbody radiation is present in essentially any
laboratory and, for polar molecules, its effect on molecular
states becomes crucial at millikelvin temperatures. Vanhaecke
and Dulieu (2007) studied the effect of blackbody radiation on
cold molecules and theoretically showed that blackbody
radiation can induce transitions between molecular rovibra-
tional states, thereby causing limitations to precision mea-
surements. Hoekstra et al. (2007) experimentally studied
rotational pumping of cold OH and OD radicals that were
Stark decelerated and electrostatically trapped. They detected
the transfer of the molecular population from the ground
rotational state J ¼ 3=2 to the first excited rotational state
J ¼ 5=2, due to room-temperature blackbody radiation. Wolf
et al. (2016) observed quantum jumps in a trapped molecular
ion MgHþ induced by thermal blackbody radiation. Vogelius,
Madsen, and Drewsen (2002) showed that blackbody radia-
tion can be exploited as a resource to laser-cool translationally
cold but internally hot molecules, as also discussed in
Sec. IV.B. The scheme they introduced relies on optical
pumping of the rovibrational population into the dark state,
where blackbody radiation enhances the population decay. It
was experimentally demonstrated for a trapped MgHþ ion
(Vogelius, Madsen, and Drewsen, 2002). Deb et al. (2013)
theoretically studied the possibility to achieve blackbody-
radiation-assisted rotational cooling for several diatomic
molecules.

B. Rotational relaxation due to collisions

Molecular alignment experiments described in Sec. III are
usually performed in low-pressure gas ensembles, where the
effects of interparticle collisions are negligible. Most chemical
processes, on the other hand, take place in some kind of a
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dissipative environment, such as a dense gas or liquid.
Studying how a dissipative environment affects molecular
rotation through collisions is crucial to understand and control
chemical reactivity.
The theory of alignment of single molecules by laser

pulses was described in Sec. III. Ramakrishna and
Seideman (2005, 2006) extended this theory to the case where
a dissipative environment is present. They considered the case
of a Markovian environment, that is an environment without
memory, or, in other words, a bath so large that its state cannot
be altered by the presence of a molecule. Based on the density
matrix formalism, they predicted an exponential decay of
molecular alignment due to the bath. Pelzer, Ramakrishna, and
Seideman (2007) theoretically studied the possibility to apply
optimal control protocols to molecular alignment in dissipa-
tive media. Hartmann and Boulet (2012) developed quantum
and classical approaches to study laser-induced molecular
alignment under dissipative conditions. Compared to earlier
studies, their quantum model explicitly accounts for dephas-
ing and reorienting elastic collisions with the medium.
Zhdanov and Rabitz (2011) theoretically showed the possibil-
ity to achieve transient molecular alignment even in dense
dissipative media by making use of aligned dark states.
Viellard et al. (2008, 2013) experimentally studied the decay
of field-free alignment of CO2 molecules due to collisions
with noble gases. Owschimikow et al. (2010) measured cross
sections for rotational decoherence in N2 through the decay of
laser-induced alignment. Zhang et al. (2018) demonstrated the
possibility to achieve field-free molecular alignment in the
presence of collisional relaxation for symmetric-top molecules
such as ethane and C2H6. Tenney et al. (2016) measured the
impulsive alignment in a dense thermal sample of asymmetric-
top molecules (SO2) and demonstrated the possibility to
observe revivals. Karras et al. (2014) probed molecular
alignment to track collisional relaxation of CO2 molecules.
Milner et al. (2014) used an optical centrifuge to bring the
molecules to high rotational angular momenta in order to
study collisional decoherence as a function of a molecular
rotational state. They observed that in the range of molecular
rotational states between J ¼ 8 and 66 the collisional relax-
ation rate changes by over 1 order of magnitude. Such
molecules in extremely large angular momentum states J,
so-called “superrotors,” were found to be much more resilient
to collisional relaxation. In a later work, Milner, Korobenko,
Rezaiezadeh, and Milner (2015) studied the dynamics of the
collisional relaxation of the rotation of superrotors in a
molecular ensemble. The possibility to control molecular
gas hydrodynamics through laser-induced rotational excita-
tion and subsequent collisional relaxation was examined
theoretically by Zahedpour, Wahlstrand, and Milchberg
(2014). Khodorkovsky et al. (2015) theoretically studied
collisional dynamics and equilibration in a gas of such
molecular superrotors. Rotational relaxation can be investi-
gated using rotational echoes as recently shown by Zhang
et al. (2019).

C. Rotation of molecules in helium droplets

The settings described in Sec. VI.B correspond to collisions
with a dilute bath under thermal conditions. In such a case,

most of the undergoing processes can be understood as a
combination of two-body collisions averaged over the
Boltzmann distribution. However, what happens if the envi-
ronment is quantum and dense and collective (many-particle)
effects start playing a role? A good example of such an
environment is a quantum liquid such as superfluid helium.
Trapping molecules inside nanosized droplets of superfluid

helium-4 has been used as a technique for molecular spec-
troscopy for over two decades (Toennies and Vilesov, 1998,
2004; Stienkemeier and Lehmann, 2006; Szalewicz, 2008;
Toennies, 2013; Mudrich and Stienkemeier, 2014). The main
motivation driving the field was to isolate molecular species in
a cold (∼0.4 K) environment and record spectra free of
collisional and Doppler broadening. Furthermore, trapping
single molecules inside droplets of superfluid helium allows
one to study reactive species that are unstable in the gas phase.
It has been shown that, in general, superfluid helium does

not strongly broaden molecular spectral lines, although there
are a few exceptions; see, e.g., Slipchenko and Vilesov (2005),
Morrison, Raston, and Douberly (2013), and Cherepanov and
Lemeshko (2017). However, molecule-helium interactions
can alter molecular moments of inertia such that molecules
rotate slower inside a superfluid. The helium-induced change
in moments of inertia ranges from a few percent for light
molecules, such as H2O or HF, to a factor of 3–5 for heavier
species, such as CS2 or N2O (Toennies and Vilesov, 2004;
Lemeshko, 2017). Semiclassically, this effect can be explained
as follows. Through the molecule-helium interactions, the
molecule distorts helium around it, thereby forming a non-
superfluid shell (Callegari et al., 1999; Grebenev et al., 2000).
If the molecule is rotating slow enough, that is, if its rotational
kinetic energy is much smaller compared to molecule-helium
and helium-helium interactions (or, equivalently, if the
response time of the bath is much shorter compared to the
rotational timescale), the nonsuperfluid shell corotates with it.
Therefore this effect is most pronounced for heavy, slowly
rotating molecules.
Renormalization of molecular moments of inertia in super-

fluids has been studied by numerical techniques based on
variational, path-integral, reptation, and diffusion quantum
Monte Carlo algorithms (Szalewicz, 2008; Rodríguez-
Cantano, González-Lezana, and Villarreal, 2016) and density
functional theory (Ancilotto et al., 2017). Considering a finite-
size system of a molecule and ∼102–103 He atoms allowed
one to reproduce the numerical values of the molecular
moments of inertia for several species in good agreement
with experiment.
An alternative approach to understand molecular rotation in

superfluids is based on the recently introduced angulon
quasiparticles (Schmidt and Lemeshko, 2015; Lemeshko,
2017). In the quasiparticle language, the renormalization of
molecular moments of inertia is a phenomenon similar to
renormalization of the effective mass for electrons moving in
solids (Devreese, 2015). The angulon theory allows one to
describe strong renormalization for heavy molecules by
constructing a quantum many-body wave function similar
to the corotating nonsuperfluid shell previously described. On
the other hand, weak renormalization observed for light
molecules has been described in terms of the “rotational
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Lamb shift”—differential renormalization of molecular states
due to virtual phonon excitations carrying angular momentum.
Since the main motivation behind the field of molecules in

helium nanodroplets was to obtain more insight into molecu-
lar structure, most of the studies were performed in equilib-
rium conditions. That is, after having been trapped in a
droplet, the molecules had enough time to thermalize with
the surrounding superfluid and then were probed using a weak
spectroscopic field. This implies that the magnitude of the
external field changes very slowly, on timescales much longer
than both the molecular rotational period and the timescale of
the molecule-helium interactions. Therefore, the field cannot
bring the system out of equilibrium.
A few years ago, Pentlehner, Nielsen, Slenczka et al.

(2013) pioneered experiments on far-from-equilibrium rota-
tional dynamics of molecules in a superfluid. In their experi-
ments, molecules were aligned using a short laser pulse,
nonadiabatic with respect both to the molecular rotational
timescale (as described in Sec. III) and to the timescale of
molecule-helium interactions. In this first experiment an
unexpected behavior was observed: Not only did the revivals
not form, but also a new slower timescale emerged; see Fig. 9.
For example, one can see that the first maximum of alignment
is reached at 2 orders of magnitude larger times compared to
the gas-phase data.
The behavior presented in Fig. 9 cannot be explained by the

effect of a Markovian environment as described in Sec. VI.B
(Ramakrishna and Seideman, 2005). Moreover, such slow
dynamics was found to be universal, i.e., featured by different
molecular species (linear rotor, symmetric top, asymmetric
top) and for various intensities of the aligning laser.
Interestingly, a completely “normal” behavior of molecules
was observed for an excitation by long laser pulses, adiabatic
with respect both to molecular rotation and to molecule-
helium interactions (Pentlehner, Nielsen, Christiansen et al.,
2013). In the follow-up experiments, it was shown that the
degree of field-free molecular alignment inside helium drop-
lets can be enhanced using a combination of laser pulses
(Christiansen et al., 2015) and that alignment can be achieved
using near-adiabatic laser pulses (Shepperson, Chatterley
et al., 2017; Shepperson et al., 2018). Shepperson,
Søndergaard et al. (2017) showed that strong short laser
pulses can induce detachment of molecules from the surround-
ing superfluid shell. At lower laser intensities, however, it is
still possible to observe revivals of the rotational wave packet

even inside a superfluid and explain the observations within
the angulon theory.
Large molecules have also been coherently manipulated

inside superfluid helium nanodroplets. For example, a com-
parison between alignment of 1,4-diiodobenzene molecules
in free space and superfluid helium was carried out by
Christiansen et al. (2016). Chatterley, Shepperson, and
Stapelfeldt (2017) demonstrated complete three-dimensional
alignment of 3,5-dichloroiodobenzene molecules using ellip-
tically polarized laser pulses. Pickering et al. (2018) showed
the possibility to align van der Waals molecular complexes, in
this case ðCS2Þ2, and thereby determined the dimer structure.
It was found that the superfluid helium environment can
stabilize complexes unstable in the gas phase. As of 2018,
however, a fully satisfactory theory describing quantum
dynamics of molecules in quantum solvents—even as
“simple” as helium—is still to be developed.

D. Rotation of molecules in liquid phase

Superfluid helium represents a nice model system to
study molecule-solvent interactions at the quantum level.
However, most real chemistry occurs in thermal solutions
whose properties are often substantially more complex com-
pared to superfluid helium. An important question is whether
one can exploit quantum coherences of rotational motion in
order to manipulate chemical reactions in such systems.
Moskun et al. (2006) studied ICN molecules which were
photodissociated with a short laser pulse forming highly
rotationally excited CN rotors inside a thermal solution such
as water or alcohols. They found that in such CN fragments
the rotational coherence persists for several rotational periods
before it decays due to strong interactions with a room-
temperature solvent. Furthermore, they observed effects going
beyond the linear response. That is, in these experiments the
solvent is not merely acting as a “sink” for energy, but is
strongly coupled to the molecules such that molecules can
actually alter the solvent state. As a result, the molecular
coherence decays much slower compared to the exponential
decay expected from the linear response approach. Tao and
Stratt (2006) performed a theoretical study of the linear
response breakdown and showed that the mismatch of time-
scales between molecular rotational dynamics and that of the
solvent evolution is a key factor leading to a nonlinear
response. Ohkubo et al. (2004) studied the dynamics of
molecular alignment in a liquid phase using molecular
dynamics simulations.

E. Relaxation due to surfaces

In several applications, such as heterogeneous catalysis,
molecules interact with a solid-state surface. It is therefore of
crucial importance to understand how molecular rotations are
affected by the presence of a surface. Buhmann et al. (2008)
theoretically studied rovibrational heating of cold molecules
placed in the vicinity of various surfaces at finite temperature
from the perspective of quantum electrodynamics. Exchange
of virtual photons between a molecule and a surface, accom-
panied by rotational and vibrational excitations, has a dis-
sipative component (or “heating”), whose magnitude depends

FIG. 9. Time dependence of the alignment cosine of CH3I
molecules after a 450 fs laser pulse in helium droplets (red)
compared to the gas phase (black). From Pentlehner, Nielsen,
Slenczka et al., 2013.
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on the molecule-surface distance and temperature. The theory
allowed one to determine optimal distances for trapping of
molecules in a vicinity of different surfaces which would
maximize their lifetime.
Recently it became possible to use scanning tunneling

microscopy (STM) to probe the rotational motion of mole-
cules adsorbed on surfaces such as graphene (Natterer,
Patthey, and Brune, 2013) and metal surfaces (S. Li et al.,
2013). As opposed to conventional microwave spectroscopy,
rotational resonances in STM are observed as peaks in the
electron current tunneling through the molecules. This paves
the way to understanding the microscopic mechanisms of
molecule-surface interactions and, ultimately, to controlling
molecular rotational dynamics on surfaces, which would have
applications in catalysis.

VII. ROTATIONS IN QUANTUM INFORMATION
PROCESSING AND MANY-BODY PHYSICS

Experimental progress in cooling and trapping molecules
enabled their applications in quantum information pro-
cessing (QIP). During the recent years there has been a lot
of theoretical and experimental progress in engineering
quantum information registers (qubits) using various atomic,
optical, and solid-state systems. An advantage of using
molecules is that their rotational states are long lived, as
opposed to, e.g., Rydberg states of atoms (Saffman, Walker,
and Mølmer, 2010). Furthermore, cold controlled molecules
can be isolated extremely well from the external environment,
which is challenging to achieve, e.g., with solid-state qubits
(Ladd et al., 2010).

A. Molecules in optical lattices

The first proposal to use cold molecules in optical lattices as
qubits was suggested by DeMille (2002). In this proposal,
schematically illustrated in Fig. 10, the j0i and j1i qubit states
are mapped onto the orientational states of a cold polar
molecule, pointing along or against an external electric field,
respectively. Transitions between the qubit states are driven by
a microwave or an optical Raman field. At the same time, an
electric field gradient makes it possible to individually address
single molecules since their transition frequencies are off
resonant with respect to one another. The qubits are coupled
one to another through electric dipole interactions. Microwave
pulses that execute the Hadamard and CNOT gates for such a
setup were derived by Arai and Ohtsuki (2015). The proposal

of DeMille triggered the development of a new research
direction in the field of quantum information processing with
a focus on ultracold polar molecules; see also Sec. IV.A.
The experiments on ultracold gases allow for a lot of

controllability which gave the researchers hope that a mol-
ecule-based quantum computer can indeed be realized.
However, a careful analysis of the system is crucial in order
to evaluate possible sources of decoherence. One of the
obvious decoherence sources is the trapping field of an optical
lattice. Kotochigova and Tiesinga (2006) performed an
exhaustive numerical analysis and showed that it is indeed
possible to control dipole-dipole interactions between mole-
cules even in the presence of an optical lattice. Their main
finding is that laser trapping frequencies can be chosen such
that the trapping potential is nearly independent of the
molecular rotational state and decoherence due to light
scattering is reasonably low.
Later, Bomble et al. (2010) performed numerical simula-

tions of various quantum algorithms for an ultracold NaCs
molecule in an optical lattice in the presence of a static electric
field. Yelin, Kirby, and Côté (2006) suggested a scheme to
achieve robust control over molecule-molecule interactions,
which is necessary for QIP with polar molecules in optical
lattices. The main idea is to use pulsed fields to switch from
the molecular states with a small dipole moment to the states
with a large dipole moment. The scheme is thereby based on
an effect analogous to the Rydberg blockade in atomic
architectures (Saffman, Walker, and Mølmer, 2010). In a
follow-up work, Kuznetsova et al. (2008) performed a detailed
analysis of phase gate architectures with polar molecules.
Charron et al. (2007) proposed a scheme to generate entan-
glement between polar molecules using a sequence of laser
pulses acting between different vibrational states. Yu, Ho, and
Rabitz (2018) devised a technique to perform optimal control
of orientation and entanglement of two planar molecular
rotors coupled via dipole-dipole interactions. Milman et al.
(2007) derived Bell-type inequalities for nonlocality and
entanglement between two polar molecules in an optical
lattice. The idea is based on measuring the correlations
between the spacial orientation of the two molecules. Palao
and Kosloff (2002) and Tesch and de Vivie-Riedle (2002)
proposed QIP schemes where qubit states are encoded in
molecular vibronic states. Shioya, Mishima, and Yamashita
(2007) studied the possibility of realizing quantum gates by
mapping two qubits on the rotational and vibrational states of
a single molecule. Mishima and Yamashita (2009) numeri-
cally studied the possibility of implementing the Deutsch-
Jozsa algorithm on rotational states of two polar molecules.
Kuznetsova et al. (2016) proposed a technique for nonde-
structive readout of the rotational states in a one-dimensional
cold-molecule array using a single Rydberg atom. Wei et al.
(2011a), Zhu et al. (2013), and Qi et al. (2016) developed
various techniques to generate entanglement and to implement
quantum logic gates using molecules in pendular states,
created using a far-off-resonant laser beam (see Sec. III). In
the proposal, the qubit states are mapped onto the two lowest
pendular states j0̃; 0i and j1̃; 0i. The coupling between the
qubits is achieved through dipole-dipole interactions. Herrera
et al. (2014) studied the ways to generate entanglement
between open-shell 2Σmolecules dressed by a far-off-resonant

FIG. 10. The first proposal of a quantum computer based on
ultracold molecules in an optical lattice. From DeMille, 2002.
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infrared field. Karra et al. (2016) analyzed the prospects of
QIP with polar paramagnetic 2Σ molecules in congruent
electric and magnetic fields.
While most QIP proposals were based on molecules with

the simplest possible structure (rigid linear rotors), additional
degrees of freedom featured by more complex species allow
for more versatility and controllability. For example, Wei et al.
(2011b) showed that it is possible to generate entanglement
with symmetric-top molecules, which exhibit a first-order
Stark effect. The qubits can be encoded in different J,MJ (Wei
et al., 2011b), or K states (Yu et al., 2019). Zhang and Liu
(2017), in turn, studied bipartite quantum correlations of polar
symmetric-top molecules in pendular states.

B. Alternative schemes

Lee and Ostrovskaya (2005) proposed an alternative
scheme to perform QIP using molecular levels. There the
j0i and j1i qubit states are mapped onto the scattering state of
two ultracold atoms (per site in an optical lattice) and on the
bound molecular pair, respectively. Switching between the
two states is achieved using a Raman association or disso-
ciation pulse. The dipole-dipole interaction arises when the
neighboring qubits are both brought to a bound molecular
state. Kuznetsova et al. (2010) suggested to use dipole-dipole
interacting molecular states to construct phase gates, while the
atomic hyperfine states are used to initialize and store
quantum information. Ortner et al. (2011) proposed another
QIP scheme, based on self-assembled crystals of polar
molecules (see also Sec. VIII). The repulsive dipole-dipole
interaction between the molecules is counteracted by a
harmonic trapping potential which results in the formation
of stable Wigner-crystal-like structures, similar to those
mentioned in Sec. IV.B. The qubit states are, in turn, encoded
into the stable spin states of the ground molecular state. The
intermolecular interactions are mediated by phonons in a way
similar to what was previously realized with trapped atomic
ions (Häffner, Roos, and Blatt, 2008). Lee et al. (2004) studied
(experimentally and theoretically) QIP with rotational wave
packets in a thermal ensemble of molecules, whose transla-
tional motion is not confined by any kind of trap or optical
lattice. They showed that manipulating the revivals of the
molecular wave packet can be mapped onto qubit manipula-
tion. Halverson, Iouchtchenko, and Roy (2018) considered
an even more different setup: instead of molecules in optical
lattices, they proposed to create an array of endohedral
fullerenes—C60 doped with freely rotating HF molecules.
They developed a variational approach to reveal the entangle-
ment entropy in an ensemble of such species.

C. Trapped molecular ions

As already discussed in Sec. IV.B, it has recently become
experimentally feasible to cool, trap, and control molecular
ions (Schneider et al., 2010; Staanum et al., 2010; Tong,
Winney, and Willitsch, 2010; Willitsch, 2012; Wolf et al.,
2016). The advantages of this system for quantum information
processing are long lifetimes of cold-ion samples (hours,
sometimes even days), the possibility to use phonons to
introduce coupling between different ions, as well as the fact

that molecular ions can be coupled to atomic ions, which can
be controlled in experiment extremely well (Häffner, Roos,
and Blatt, 2008). In state-of-the-art experiments it is possible
to prepare and manipulate pure quantum states of a single
molecular ion (Chou et al., 2017). Mur-Petit et al. (2013)
overviewed the possibilities of using trapped molecular ions
for QIP, where the Zeeman states of the molecular rotational
levels act as qubit states. Shi et al. (2013) proposed to perform
quantum logic spectroscopy, where an atomic ion is used to
read out the state of a molecular ion qubit. Hudson and
Campbell (2018) recently suggested a chip-based molecular
ion quantum processor with rotational states representing one
option to encode qubits.

D. Hybrid quantum systems

Over the years, different platforms for quantum simulation
and computation (based on atoms, ions, molecules, super-
conducting circuits, quantum defects in solids, etc.) were
developing in parallel. A significant amount of attention has
been paid to designing “hybrid” platforms that combine the
advantages of different systems (Wallquist et al., 2009) André
et al. (2006) and Rabl et al. (2006) considered a hybrid system
consisting of an ensemble of molecules coupled to a super-
conducting strip-line cavity via microwave Raman processes.
In this setup, long-living molecular rotational states act as a
quantum memory, microwave photons in the strip-line cavity
transfer quantum information, while the computation itself is
performed using charge qubits. The coupling between the
molecules and the strip-line cavity is achieved through the
large electric dipole moment of polar molecules, by making
use of the fact that the rotational level splitting is in the
same (GHz) frequency range as the resonance frequencies
of strip-line cavities. The microwave field of the cavity, in
turn, couples to a Cooper-pair box (“a charge qubit”), which
represents a superconducting island connected via Josephson
junctions to a grounded reservoir. Cooper pairs can tunnel
between the reservoir and the island, and the number of
Cooper pairs on the island determines the state of the qubit.
Schuster et al. (2011) extended this idea to a hybrid system of
trapped molecular ions coupled to a superconducting micro-
wave cavity. The advantage of molecular ions is that their
trapping is achieved through charge and is therefore inde-
pendent of their internal state. Tordrup and Mølmer (2008)
proposed a hybrid scheme where quantum information is
encoded in rotational excitations of a molecular ensemble,
coupled to a Cooper-pair box. The scheme allows for a linear
scaling of the number of qubits with the number of rotational
molecular states involved.

VIII. QUANTUM SIMULATION WITH ROTATIONAL
STATES IN DIPOLAR GASES

In state-of-the-art experiments, cold molecules can be
prepared in a single preordained quantum state. Moreover,
their orientation in space and mutual interactions can be fine-
tuned using electromagnetic fields, which allows one to
control quantum dynamics. The final state of the many-body
ensemble, on the other hand, can be detected at the single-
particle level (Ospelkaus, Ni, Quéméner et al., 2010; de
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Miranda et al., 2011; Jin and Ye, 2012; Lemeshko et al.,
2013). In this section we survey recent progress in the
application of controlled molecular rotations to studying
quantum many-particle physics.
As opposed to atoms, polar molecules feature long-range

and anisotropic interactions, which paves the way to realizing
exotic models of many-body physics, inaccessible in
“traditional” condensed-matter systems. The many-body phe-
nomena observed in molecular ensembles depend on the
intermolecular interactions, which, in turn, depend on the
relative orientation of molecules with respect to one another.
During the recent years, there has been a tremendous amount
of work on many-body physics with ultracold molecules in
optical lattices and traps (Lemeshko et al., 2013). Most of
these proposals make use of the long-range dipole-dipole
interactions (in a general sense), which can in principle be
realized with other dipolar systems, such as ultracold magnetic
atoms or magnetic defects in solids. In what follows we
restrict ourselves to the schemes that make an explicit use of
molecular rotational structure.

A. Quantum phases of polar molecules in optical lattices

Góral, Santos, and Lewenstein (2002) studied many-body
phases of dipolar bosons in an optical lattice. Using a
variational approach based on the Gutzwiller ansatz, they
revealed the ground-state phase diagram, which was shown to
include superfluid, supersolid, Mott insulator, checkerboard,
and collapse phases. Capogrosso-Sansone et al. (2010)
revealed the phase diagram of bosonic polar molecules on
a 2D square lattice interacting via repulsive dipole-dipole
interactions, using Monte Carlo simulations based on the
worm algorithm. The phase diagram they uncovered is shown
in Fig. 11 and includes supersolid and superfluid phases, as
well as a devil’s staircase of Mott solids, where the density

pattern is commensurate with the lattice at rational fillings [for
example, with every second, third, or fourth lattice site
occupied, Figs. 11(b)–11(d)]. Pollet et al. (2010) performed
a similar calculation for a triangular lattice and focused on the
formation of the supersolid phase. He and Hofstetter (2011)
used dynamical mean-field theory to study the supersolid
phase of cold fermionic polar molecules on a 2D optical
lattice. Sowiński et al. (2012) studied an extended Bose-
Hubbard model realized with polar molecules using exact
diagonalization and the multiscale entanglement renormaliza-
tion ansatz. They showed that taking into account the
occupation-dependent tunneling and pair tunneling terms is
important since they can destroy insulating phases and lead to
novel quantum phases.
Micheli, Brennen, and Zoller (2006) and Brennen, Micheli,

and Zoller (2007) showed that with open-shell 2Σmolecules in
an optical lattice one can engineer a variety of spin-model
Hamiltonians, including those with topological properties.
Büchler et al. (2007) demonstrated that if molecules are
confined in two dimensions, one can use electrostatic and
microwave fields to engineer the strength and shape of the
intermolecular potential. Gorshkov et al. (2008) proposed a
technique to enhance elastic collision rates and suppress
inelastic collision rates between cold polar molecules. They
effectively generate a repulsive van der Waals interaction
using a combination of electrostatic and microwave fields.
This, in turn, results in various self-assembled many-body
phases. Büchler, Micheli, and Zoller (2007) showed that using
molecules in optical lattices dressed by microwave fields one
can realize Hubbard models with strong nearest-neighbor
three-body interactions, which paves the way to study exotic
quantum phases. Schmidt, Dorier, and Läuchli (2008) studied
the emergence of solid and supersolid phases in ultracold
molecules using quantum Monte Carlo simulations, exact
diagonalization, and a semiclassical approach. Pupillo et al.
(2008) and Ortner et al. (2009) proposed to simulate extended
Hubbard models using self-assembled crystals of polar mol-
ecules. Zhou, Ortner, and Rabl (2011) described a scheme to
engineer effective long-range interactions in self-assembled
crystals of polar molecules, mediated by lattice phonons.

B. Quantum magnetism

Gorshkov, Manmana, Chen, Demler et al. (2011) and
Gorshkov, Manmana, Chen, Ye et al. (2011) showed that it
is possible to engineer highly tunable generalizations of the
t − J model, featuring spin-exchange, density-density, and
density-spin interactions through long-range anisotropic
dipole-dipole coupling. In such a setting, molecules are
trapped in a two-dimensional optical lattice, where they
hop between the sites and interact with one another via
anisotropic dipole-dipole as well as hyperfine interactions.
The electric dipole-dipole interaction term is unique for polar
molecules and its strength can be controlled by applying an
external electric field. In order to simulate magnetic systems,
one chooses two rotational states dressed by microwave fields
to represent “spin up” and “spin down.” Then, by tuning the
strength of the electrostatic and microwave fields one is able to
independently control the magnitude of the resulting dipole-
dipole interactions. Such interactions can be not only of the

(a) (b)

(c)

(d)

FIG. 11. (a) Phase diagram of dipolar bosons on a two-dimen-
sional optical lattice. Supersolid (SS), superfluid (SF), as well as
devil’s staircase (DS) are indicated. (b)–(d) Examples of Mott
solids with densities of 1=2, 1=3, and 1=4, respectively. From
Capogrosso-Sansone et al., 2010.
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density-density kind, i.e., taking place between molecules in
the same “spin” (rotational) states, but also of the “spin-flip”
type, that is, hopping of a spin (rotational) excitation between
the lattice sites. Weimer (2013) showed the possibility to
engineer many-body spin interactions through digital (strobo-
scopic) quantum simulation with polar molecules. In particu-
lar, the realization of the Kitaev toric code was suggested.
Gorshkov, Hazzard, and Rey (2013) showed that exotic spin
models, including the Kitaev honeycomb model, can be
realized. Lin et al. (2010) predicted a ferroelectric phase,
arising due to dipole-dipole interactions in an ensemble of
ultracold polar molecules. Kuns, Rey, and Gorshkov (2011)
showed that molecules can realize d-wave superfluid phases.
Lemeshko, Krems, and Weimer (2012) proposed a technique
to prepare spin crystals of ultracold molecules nonadiabati-
cally, bypassing the usual Kibble-Zurek scaling. Manmana
et al. (2017) studied the phase diagram of the t − J⊥ chain
with long-range interactions realized with ultracold polar
molecules. They found an enlarged superconducting phase.

C. Topological phases

The rich rotational structure of molecules paves the way to
the realization of topological phases. For example, Levinsen,
Cooper, and Shlyapnikov (2011) discussed the emergence of
an exotic topological px þ ipy superfluid phase in a 2D gas of
polar molecules dressed by a circularly polarized microwave
field. Yao et al. (2013) showed the possibility to realize
fractional Chern insulator states in a two-dimensional array of
molecules in an optical lattice. Realization of the Kitaev
honeycomb (Gorshkov, Hazzard, and Rey, 2013) and toric
code (Weimer, 2013) models was suggested. Yao et al. (2018)
proposed realizing dipolar spin liquid and dipolar Heisenberg
antiferromagnet using the two lowest molecular rotational
states dressed with electric and microwave fields. Manmana
et al. (2013) demonstrated the possibility to engineer sym-
metry-protected topological phases in spin ladders using polar
molecules in optical lattices. These phases were shown to
survive even in the presence of long-range dipole-dipole
interactions.

D. Quantum transport and impurity physics

One of the simplest many-body models consists of a single
quantum particle (in solid-state physics it is usually an
electron or a localized spin), coupled to a quantum bath,
such as phonons, an electron liquid, or a spin ensemble. These
so-called “impurity problems” can be considered as an
elementary building block of strongly correlated systems of
condensed-matter physics. The intricate internal structure
featured by molecules paves the way to realize novel impurity
models, inaccessible in conventional solid-state physics.
Herrera and Krems (2011) and Xiang, Litinskaya, and

Krems (2012) studied realizations of Holstein polaron and
exciton physics with molecules in optical lattices. In such a
setting, molecules are considered to be trapped in an optical
lattice, with a unit filling (one molecule per site). In the
presence of a weak electric field, it is possible to isolate an
effective two-level system, e.g., consisting of the ground
J ¼ 0 and the first excited J ¼ 1 molecular rotational states

with a given M. Molecules interact via dipole-dipole inter-
action, which enables hopping of a rotational excitation
between the neighboring sites. Such an excitation can be
effectively considered as a quasiparticle, a polaron or an
exciton, which can be localized or delocalized in space (the
latter corresponds to collective rotational excitations in an
ensemble of molecules). On the other hand, molecules in an
optical lattice are never completely pinned in space and can
oscillate around their equilibrium positions. Such small
displacements (that correspond to collective vibrational exci-
tations or “phonons” in the molecular lattice) alter the
distances between the neighboring molecules and thereby
the dipole-dipole interactions between them. Change in the
dipole-dipole interaction, in turn, affects the hopping magni-
tude of the rotational excitation. This leads to an effective
coupling between the “particle” (rotational excitation) and the
phonon bath (vibrations in the molecular lattice), inherent to
the polaron models. Herrera, Litinskaya, and Krems (2010)
considered a two-species mixture of ultracold molecules in an
optical lattice, showing that it maps onto rotational excitons
interacting with disordered impurities with tunable disorder.
Pérez-Ríos, Herrera, and Krems (2010) studied collective spin
excitations in an ensemble of 2Σ molecules, which can be
controlled with external electric and magnetic fields. Herrera
et al. (2013) proposed to use ultracold molecules to realize a
polaron model with mixed breathing-mode and Su-Schrieffer-
Heeger couplings. They showed that the model exhibits two
sharp transitions, in contrast to one featured by the standard
Su-Schrieffer-Heeger model. Kwasigroch and Cooper (2014)
theoretically demonstrated many-body localization of rota-
tional excitations of molecules in a lattice following a micro-
wave pulse. Quantum walk and Anderson localization of
rotational excitations in disordered ensembles of polar mol-
ecules was studied by Xu and Krems (2015). Midya et al.
(2016), Lemeshko (2017), and Lemeshko and Schmidt (2017)
showed that by using cold molecules coupled to a many-body
environment, one can realize a novel angulon model, which
allows one to study angular momentum dynamics in quantum
many-body systems, with possible applications to solid-state
magnetism.

E. More exotic developments

In addition to dipole-dipole coupling, ultracold molecules
feature other types of interactions that are challenging to
realize with cold atoms. For example, Byrd, Montgomery, and
Côté (2012) and Bhongale et al. (2013) suggested to make use
of quadrupole-quadrupole interactions between ultracold
molecules to obtain novel many-body phases. On the one
hand, quadrupole-quadrupole interactions are substantially
weaker compared to dipole-dipole forces between polar
molecules. On the other hand, however, it is experimentally
easier to achieve dense ensembles of homonuclear molecules
through Feshbach association as opposed to preparing dense
dipolar gases. The peculiar symmetry of quadrupole-quadru-
pole interactions leads to new phases of matter. While most of
the cold-molecule proposals are concerned with linear-rotor
molecules, using more complex species allows one to realize
more complex and exotic phases of matter. For example, Wall,
Maeda, and Carr (2013, 2015) proposed to make use of the
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complex internal structure of symmetric-top molecules to
realize nonconventional magnetism models. In particular, the
linear Stark effect inherent to symmetric-top molecules allows
one to engineer level crossings between rotational states with
the same J and different M values using a combination of
microwave and electrostatic fields (Wall, Maeda, and Carr,
2015). This results in new molecule-molecule interaction
terms, which in the context of spin models can be seen as
terms not conserving magnetization.
Novel multichannel Hubbard models with nonreactive mol-

ecules in optical lattices were also proposed (Doçaj et al., 2016;
Wall et al., 2017). In these models, the on-site interaction
parameterU of the Hubbard model is replaced by multichannel
interaction, due to the rich internal structure of molecular
species. This term arises from short-range physics and is
therefore also present for homonuclear species in the absence
of external fields. Sundar, Gadway, and Hazzard (2018)
proposed realizing synthetic dimensions using polar molecules.
In addition to real spatial dimensions (1D, 2D, or 3D), additional
synthetic dimensions can bemappedonto the internalmolecular
rotational states. Hopping in synthetic dimensions is realized
using microwave fields transferring the population between
molecular rotational levels. The controllability of molecular
dynamics in both real and synthetic dimensions allows one to
access rich physics, including synthetic gauge fields and
topological phases to many-body localization.

F. Experimental realizations

For several years, the field of quantum simulation with
ultracold molecules was largely driven by theory. Recent
experimental developments have, however, already allowed
one to observe some of the predicted phenomena. Yan et al.
(2013) experimentally realized a lattice spin model using a
many-body system of molecules on an optical lattice and
demonstrated the presence of dipolar spin-exchange inter-
actions. Hazzard et al. (2014) used Ramsey spectroscopy to
experimentally probe quantum dynamics of a disordered
sample of polar molecules on an optical lattice. Theory based
on the cluster expansion technique was found to be in good
agreement with the measurements. This paves the way for
exploring quantum many-body dynamics of molecules in the
regimes inaccessible to theoretical models.
In current experiments, it is challenging to achieve a high

density of polar molecules, close to unit filling in an optical
lattice, and bring the molecules close to quantum degeneracy.
Hazzard et al. (2013) theoretically showed that, even in
nondegenerate samples well below unit filling, one can
observe intriguing physics of far-from-equilibrium magnet-
ism, already pushing the limits accessible to theory.
Although creating high-density samples of ultracold mole-

cules with full quantum control represents a formidable
challenge, there has been a lot of experimental progress during
the last years. For example, Reichsöllner et al. (2017) created a
low-entropy gas of heteronuclear bosonic molecules (RbCs) in
an optical lattice, with the lattice filling exceeding 30%.
Fermionic NaK molecules were created by Park, Will, and
Zwierlein (2015) and their rotational and hyperfine states have
been controlled using microwave fields (Will et al., 2016).
NaRbmolecules have been prepared as well (Guo et al., 2016).

Moses et al. (2015) reported on the creation of a low-entropy
gas of polar KRb molecules in a 3D optical lattice at a filling
fraction as high as 25%. Covey et al. (2016) experimentally
prepared an ensemble of polar molecules in an optical lattice,
such that the lattice sites are either empty or occupied by a
Bose-Fermi atomic pair, and studied the production of ultracold
molecules in the lattice. Finally, a Fermi-degenerate quantum
gas of ultracold polar molecules (KRb) was created recently
(Marco et al., 2019). This gives us hope that the exciting
quantum many-body models described in this section can be
experimentally realized in the near future.

IX. SUMMARY AND OUTLOOK

In this review, we presented the recent advances, both
theoretical and experimental, in controlling molecular rota-
tions, together with the various avenues for exploiting this
control at the forefront of current research in quantum physics.
Hallmarks include the control and study of superrotors, the
manipulation of molecular torsion angles, the observation of
orbiting resonances in cold collisions, enantiomer selectivity
via quantum pathway interference in three-wave mixing
rotational spectroscopy of chiral molecules, quantum simu-
lation of long-range interacting many-body systems, as well as
ultracold molecules in optical lattices.
Quantum control of molecular rotation is challenging and

promising at the same time. Quantization is a basic prerequi-
site for quantum control, which is naturally met for molecular
rotation. However, since the spectra of molecular rotations are
unbounded, the question as to how much control is funda-
mentally achievable still remains open for polyatomic, notably
asymmetric-top molecules. In the same direction, it would be
interesting to identify both the best control mechanism to
orient or align molecules with respect to the experimental
conditions and the most sensitive way to measure the
efficiency of the control process.
Another important control problem is the preparation of

molecules in a single rotational state. While diatomic, i.e.,
linear top molecules have been successfully brought into a
single rotational state by laser cooling, state-selective laser
excitation, and projective measurements, no general acces-
sible route seems available for polyatomic molecules. In
favorable cases, small linear and symmetric-top molecules
can be selected in a single rotational quantum state by passage
through inhomogeneous static fields in, e.g., an electrostatic
deflector or an electrical hexapole. This severely hampers the
efficiency of coherent control schemes, for example, for the
enantioselective excitation of chiral molecules. There, even at
temperatures as low as a few kelvin, many rotational states are
thermally populated.
Coherent control of bimolecular reactions has been a long-

standing goal, with laser alignment of the collision partners
envisioned as a possible route toward it. For diatomic
molecules, preparing the molecules in very tight confinement,
possible at the extremely low temperatures of the nanokelvin
range, has provided an alternative. Whether this approach can
be extended to polyatomic molecules and more complex
reactions is still an open question.
Finally, ultracold molecules in optical lattices potentially

represent a versatile platform for quantum simulation of both
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conventional and exotic many-body models. We hope that
future experimental advances will allow one to achieve higher
densities of ultracold molecules, as well as to cool and trap
polyatomic molecules in optical lattices. This would bring us
even closer to the realization of molecular quantum simulators
which, in turn, might alter the way we study condensed-matter
systems.
Quantum control of molecular rotation, as exemplified in

this review, is at the core of current research endeavors, aiming
to, on the one hand, shed light on fundamental questions of
quantum control and, on the other hand, to realize novel
applications in AMO physics, physical chemistry, and quan-
tum information science.
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